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1. Introduction  

Digital game-based learning (DGBL) is an educational method that utilizes games to facilitate 
learning and motivation [1], [2]. Students can acquire knowledge and skills through gameplay in an 
engaging and interactive environment [3], [4]. This approach supports active learning, enhances 
student engagement, and allows for the direct application of learned concepts. Digital games as a 
learning medium provide immediate feedback, aiding students in comprehending the consequences 
of their decisions and encouraging reflection on their learning [5], [6]. 

The implementation of effectiveness measurement using a specific framework is required to 
evaluate whether digital game-based learning is effective as a replacement for conventional learning 
processes. Various frameworks can be utilized, and in this research, referring to the conceptual 
framework [7]–[9] it is depicted that learning outcomes, motivation outcomes, and efficiency 
outcomes are crucial elements in the evaluation process of digital game-based learning effectiveness. 

Based on the conceptual framework, digital game-based learning can be deemed effective if the 
three outcomes (learning, motivation, and efficiency) can demonstrate significant results between the 
conditions before and after the intervention of digital game-based learning. Digital game-based 
learning can take various forms, depending on the devices or technologies used. This means that the 
way it is implemented may vary across different devices or technologies. In particular, mobile 
technology greatly impacts the creation of educational games, making them more engaging and 
enjoyable. Consequently, there is a need for new guidelines to improve mobile game development 
[10]–[12], especially in the education and learning process. 
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 This study explores the dynamics of the gaming experience and its impact on 
gaming interaction through digital game-based learning (DGBL). Leveraging the 
Fingerstroke Level Model-GOMS (FLM-GOMS) for interaction analysis and 
the In-Game Experience Questionnaire (iGEQ) for player experience 
assessment, we examine the relationship between game-play mechanics and 
educational outcomes. Our research incorporates a comprehensive dataset, 
focusing on 40 features encompassing motivation and efficiency outcomes. 
Through clustering, we identify distinct player groups exhibiting significant 
variations in interaction analysis and game experiences. We utilized the feature 
selection technique to identify the crucial features that differentiate groups of 
students who excel in implementing DGBL from those who do not. Through the 
Random Forest feature importance method, we have found that FLM-GOMS 
features and positive player in-game feedback play a pivotal role in determining 
the effectiveness of DGBL.  
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According to a literature study conducted by Gris & Bengtson [13], out of 54 research instruments 
used to measure the effectiveness of DGBL in the learning process, 41 use indirect measurement. This 
is based on observations and Likert scale-based questionnaires before and after the intervention. 
However, some are also obtained from interactions between DGBL and the players' behaviors on the 
game features [14]. 

Direct interactions between gameplay and player actions, such as in-game questionnaires, 
cognitive scores, quiz scoring, and other instruments are classified as direct measurements. However, 
from the results of the literature study related to DGBL, direct measurement is an instrument that is 
rarely used in evaluating the performance of DGBL in terms of usability and engagement [15]–[17]. 

Research instruments that are characterized by indirect measurement have limitations when 
measuring the motivation of players in real time without disrupting the course of the game or 
gameplay. For example, if usability measurement is conducted after the game session ends, then a 
subjective perception of the players influenced by what happened during the game session will emerge 
[18]. 

The need in this research is to evaluate the overall effectiveness of the learning process both from 
the in-game and pre-post-game aspects. This is because perceptions related to student interactions and 
student behavior with the game cannot be analyzed as in instructional learning that involves direct 
contact with the instructor. 

2. Related Work 

Various studies have conducted analyses on the effectiveness of game-based learning. Some 
research employs data mining approaches based on the clustering of decision-making data within 
games, such as the number of interactions and problem-solving abilities within the game [19]–[21]. 
These studies yield assessments of student capabilities based on the feature selection clustering such 
as the frequency of successes and failures in completing specific tasks. On the other hand, some studies 
utilize statistics to measure the differences before and after the intervention of game-based learning 
[22]. These studies commonly adopt a pre-test and post-test approach, thus focusing solely on learning 
outcomes. Furthermore, some studies assess learning motivation through questionnaires. This 
approach typically explores participants' opinions, which is effectively used to gauge the depth of the 
subjects' learning motivation [23]. 

These three approaches were carried out separately by each research, so a more in-depth analysis 
was needed regarding the three outcomes (learning, motivation, and efficiency) [24]. According to 
[5], digital game-based learning can improve student learning through increased motivation and 
engagement. It is important to note that digital game-based learning may not be effective for students 
who lack motivation or interest in games. To determine the overall effectiveness of game-based 
learning, it is necessary to analyze how the three outcomes of learning, motivation, and efficiency are 
interconnected. A thorough investigation of these outcomes is crucial for evaluating the overall 
effectiveness of game-based learning. 

2.1. Fingerstroke Level Model-GOMS (FLM-GOMS) 

The Fingerstroke Level Model (FLM) is an efficient model framework that predicts the 
performance time of basic interaction controls (Tapping, Pointing, Dragging, and Flicking) on touch-
sensitive smartphone interfaces for mobile gaming applications [25]. Essentially, FLM is developed 
based on a regression model, offering a different approach to estimating interaction time. 

In the basic research of FLM, there are two stages of experimentation: the first stage is to establish 
a unit time estimation for four physical operators (Tapping, Pointing, Dragging, and Flicking) and the 
second stage is to validate this time estimation through game performance evaluation. Based on this 
research step, FLM can provide empirical evidence related to efficient interaction analysis in game 
development. However, there is a dynamic nature of user behavior that becomes an obstacle in FLM's 
basic research. This is because basic research only relies on predetermined interaction times, which 
may not take into account users' dynamic and evolving behaviors and preferences over time. 
Therefore, to analyze the effectiveness of game-based learning, other supporting factors are needed to 
measure effectiveness by involving user preferences and behavior. 
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On the other hand, GOMS (Goals, Operators, Methods, and Selection Rules) is a cognitive 
modeling technique that aims to analyze and predict human performance when interacting with 
computer systems [26]. GOMS consists of Goals (specific objectives that users want to achieve), 
Operators (actions required to achieve the goals, which in this case is FLM), Methods (procedures to 
achieve the goals), and Selection Rules (decisions made to choose among methods). 

Broadly, the application of FLM-GOMS represents the development of methods to optimize the 
sequence of tasks or actions required to achieve a specific goal within a game and identify interaction 
bottlenecks. This enables game developers to create a more intuitive and responsive gaming 
experience. 

𝐸𝑓𝑟𝑎𝑤 =  
∑ 𝑜𝑝𝑟

𝑇
   () 

𝐸𝑓𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =  1 +  
𝐸𝑓𝑟𝑎𝑤−min (𝐸𝑓𝑟𝑎𝑤)

[max(𝐸𝑓𝑟𝑎𝑤)−min(𝐸𝑓𝑟𝑎𝑤)]
∗ 9   () 

To calculate the efficiency score based on the FLM-GOMS concept (represented as Ef in Eq. 1), 
two primary variables are proposed, namely the number of operators performed in one sequence or 
game session as the numerator and the time spent in one sequence or game session as the denominator. 
To obtain a normal distribution of efficiency values, normalization is necessary to improve prediction 
accuracy and reduce the spread of points in the clustering process [27], as shown in Eq. 2. 

2.2. In-game Experience Questionnaire (iGEQ) 

When developing mobile game-based learning, developers must consider how users' gaming 
experiences affect the effectiveness of the learning process. This can also be used to gauge how users 
feel and act about game-based learning.  

The In-Game Experience Questionnaire (iGEQ), a measurement tool aimed at evaluating a player's 
experience during a game session, is one tool that can be used [28]. iGEQ is applied when users have 
specific gaming experiences during a game session (Competence, Flow, Challenge, Tension, Positive 
Affect, and Negative Affect), instead of the Game Experience Questionnaire (GEQ) concept that is 
measured based on pre-test and post-test. However, GEQ questionnaires were still used in this work 
as a characteristic to support the clustering pattern and as a comparative tool between iGEQ and GEQ. 

3. Method 

This study involves multiple phases, including developing and implementing the Rapid Ratio 
game, data clustering, and evaluation of data classification. The following is the brief explanation of 
the clustering process using K-means which applies feature importance. 

3.1. Overview of Methodology 

This section describes the methodology used to cluster data based on important features derived 
from a Random Forest Classifier. The process involves selecting the optimal number of clusters using 
the Calinski-Harabasz score, performing feature selection, and iteratively refining the clusters until 
convergence. The pseudocode is broken down into multiple parts for clarity. 

3.2. Initialize Number of Clusters (K) 

To determine the optimal number of clusters (K), we use the Calinski-Harabasz score. Based on 
this criterion, we set K to 2. 

Input: Dataset with 40 features (learning, motivation, and 

efficiency outcomes) 

Output: Clustered data with labeled clusters and important 

features 

 

Initialize K: 

    Based on Calinski-Harabasz score, K = 2 
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3.3. Feature Selection Using Random Forest Classifier 

We use a Random Forest Classifier to identify the most important features that contribute to the 
clustering process. 

Feature Selection using Random Forest Classifier: 

    a. Train Random Forest: 

        random_forest = RandomForestClassifier() 

        random_forest.fit(dataset.features, dataset.labels) 

     

    b. Extract feature importances: 

        feature_importances = random_forest.feature_importances_ 

     

    c. Select top N important features: 

        N = 10 

        important_features_indices = 

select_top_N_features(feature_importances, N) 

        selected_features = dataset.features[:, 

important_features_indices] 

 

3.4. Initialize Centroids 

We initialize the centroids by randomly selecting K data points from the selected features: 

Initialize centroids: 

    Centroids = 

random_selection_of_K_data_points(selected_features, K 

 

3.5. K-means Clustering Process 

The clustering process involves assigning data points to the nearest centroid and updating the 
centroids until they converge. 

K-means Clustering with Feature Importance Pseudocode 

Repeat until convergence: 

    while not_converged: 

        # Step 4a: Assign clusters 

        clusters = [[] for _ in range(K)] 

        for each data_point in selected_features: 

            distances = [] 

            for each centroid in centroids: 

                distance = calculate_distance(data_point, 

centroid) 

                distances.append(distance) 

            closest_centroid = 

find_min_distance_index(distances) 

            clusters[closest_centroid].append(data_point) 

 

        # Step 4b: Update centroids 

        new_centroids = [] 

        for each cluster in clusters: 

            new_centroid = calculate_mean(cluster) 

            new_centroids.append(new_centroid) 
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        if new_centroids == centroids: 

            converged = True 

        else: 

            centroids = new_centroids 

 

3.6. Output Final Clusters and Important Features 

Finally, we output the clusters, centroids, and the indices of the selected important features: 

Output the final clusters, centroids, and selected features: 

    return clusters, centroids, important_features_indices 

 

This method aims to improve clustering accuracy by focusing on the most relevant features. The 
use of Random Forest for feature selection ensures that the clustering process emphasizes the most 
impactful variables, leading to more meaningful and interpretable clusters. The iterative refinement 
of centroids guarantees that the clustering solution is optimal and stable. 

A proposed framework for evaluating the effectiveness of digital game-based learning is shown in 
Fig. 1. 

 
Fig. 1. The proposed framework to assess the effectiveness of digital game-based learning 

3.7.  Overview of Rapid Ratio Game 

Based on one of the fundamental mathematical skills"explaining the ratio of two quantities (same 
and different units) with a focus on scale and proportion factors”these numeracy materials were chosen 
to develop digital game-based learning in this study. This mobile game-based learning, also known as 
“Rapid Ratio”, educates players on how to apply the concepts of time and speed to reach the greatest 
score while facing challenges throughout the particular gameplay.  

The application of operators from the previously explained Fingerstroke Level Model-GOMS is 
an essential component of the game development process. Players in the game have limited energy to 
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move around using the Dragging operator (D). To get a higher score, players should use this operator 
sparingly and plan their movements carefully to overcome obstacles. Additionally, players can use the 
Tapping (T) operator to shoot enemies and earn points, the Pointing (P) operator to pick up or place 
items, and the Flicking (F) operator to jump over obstacles. The player will replay the game session 
and go back to its starting position if its energy runs out, get shot by an enemy or failed to avoid an 
obstacle. In the game "Rapid Ratio," two distinct gameplay mechanics are employed: object placement 
and ball shooter. Object placement as shown in Fig. 2, within the context of this game, is defined as 
the player required to locate blue cubic objects in proportions that match the predetermined ratio to 
complete the game. 

 
Fig. 2. Object placement gameplay in Rapid Ratio 

For instance, as illustrated in Fig. 2, the player is presented with a ratio of 2:1 area along with a 
“remaining” area for surplus objects that could potentially alter the proportionality of the objects' ratio. 
When dealing with a 2:1 ratio and having 10 blue cubes available, there are three possible solutions 
one can use. The higher the players minimize the “remaining” area, the higher their knowledge score. 
Ball shooter gameplay in Rapid Ratio as show in Fig. 3. 

• The first solution involves placing 6 blue cubes in the "2" area, 3 blue cubes in the "1" area, and 
1 blue cube in the "remaining" area. This is the highest-scoring solution, so the player deserves 
100% additional energy. 

• The second solution requires placing 4 blue cubes in the "2" area, 2 blue cubes in the "1" area, 
and 4 blue cubes in the "remaining" area. This is the second-highest-scoring solution, so the 
player will get 70% additional energy. 

• The third solution involves placing 2 blue cubes in the "2" area, 1 blue cube in the "1" area, and 
7 blue cubes in the "remaining" area. This is the lowest-scoring solution, so the player will get 
40% additional energy. 

 
Fig. 3. Ball shooter gameplay in Rapid Ratio 

Furthermore, the ball shooter gameplay involves the player facing enemies capable of shooting at 
the player. If the player gets hit, the game session restarts from the initial position. Consequently, the 
player must eliminate enemies by shooting them with projectiles corresponding to the fractional values 
the enemies represent.  
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In this scenario (Fig. 3), the player is confronted with an enemy who has a fractional life value of 
12/25, which is equivalent to 0.48 in decimal form. To win the game, the player has to shoot a bullet 
that reduces the enemy's life to zero. However, if the player chooses the wrong bullet, the enemy's life 
may end up being negative, and the enemy could still attack the player. So the player must conserve 
energy and maximize scores by strategic bullet selection. 

The game "Rapid Ratio" has been developed using the Unity engine. The development process 
was divided into three stages. In the first stage, game developers discussed the gameplay with 
mathematics experts to determine if it was worth developing and testing on participants. In the second 
stage, a game prototype was developed and tested on experts as well as a sample of students to assess 
how the game mechanics worked according to users. The final stage involved debugging and fixing 
mechanical or gameplay errors based on suggestions received during the second stage. 

3.8. Data Collection 

The experiment to test the use of mobile game-based learning was carried out in classrooms using 
mobile devices with the same specifications, namely the SPC Tablet L80 LITE 4G 8 inch. The 
experiment was carried out by 48 students aged between 12 and 14. The data collection process was 
divided into three phases. 

In the first phase, players received an explanation of how to play from tutors and teachers, 
including a tutorial session conducted together. During the second phase, participants were asked to 
play for 30 minutes while accompanied by teachers who would only help if technical problems 
occurred, but they did not help in answering questions in the game. The third phase involved collecting 
data from player logs and distributing questionnaires that are embedded in the “Rapid Ratio” game. 
Data from these logs will be further analyzed to understand how the game interaction functions from 
the player's perspective. 

3.9. Feature Extraction 

The effectiveness of digital game-based learning outcomes is divided into 40 features with the 
following details. 

• Learning outcome: 2 features. These two features come from assessing knowledge of playing 
games and mathematics regarding ratios and proportions before and after DGBL implementation. 

• Motivational outcome: 18 features. Based on six different Game Experience Questionnaires, 
these 12 features were taken before and after the intervention. The rest 6 features/questionnaires 
were also taken during the direct DGBL implementation process using iGEQ. 

• Efficiency outcome: 20 features. One feature comes from an efficiency score that is calculated 
using FLM-GOMS. The other feature comes from the game competency score that is not 
formulated using FLM-GOMS. The 16 features are derived by calculating the time average of 
each operator per player, regardless of whether it is from the lost state or win state. The remaining 
two features are defined by adding up the winning state achieved and the lost state. 

These 40 outcomes are features for finding the relationship between students' learning outcomes, 
motivation outcomes, and efficiency outcomes in completing digital game-based learning. 

3.10. Data Labelling using K-means 

To better understand the raw data that would be extracted from the “Rapid Ratio” game, it is 
necessary to label 40 features and analyze any patterns that emerge for each subject. This will help 
determine if a digital game-based approach is effective across all outcomes or only in certain 
outcomes. However, since each outcome (or feature) has a different value or scale, clustering is 
necessary to identify which clusters are labeled as effective groups and which are not [29]. After 
clustering, it is important to analyze the centroid values to identify the features that have a high 
influence in creating the clusters. By doing this, a better overview could be obtained regarding whether 
a subject is effectively implementing game-based learning or not. 

Thus, in this case, using the K-means clustering algorithm is advantageous for its computational 
efficiency, particularly with large datasets and features. Its simplicity and effectiveness are well-
regarded in various applications, including data mining and predictive modeling [30]. 
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3.11. Feature Importance Selection 

This study aimed to evaluate and compare the data labeling quality of a given dataset by employing 
two distinct feature selection methods: Random Forest Classifier (RFC) and Support Vector 
Regression (SVR) with a linear kernel. The Calinski-Harabasz score was utilized as the primary metric 
for assessing clustering quality. The methodology can be divided into several key stages: 

• Data Preparation: The dataset was initially loaded and cleaned by removing specific clustering-
related columns to ensure an unbiased comparison. Missing values were imputed with the median 
of each column to maintain data integrity. 

• Feature Selection: Two feature selection methods were employed to identify the most significant 
features for clustering analysis. The Random Forest Classifier (RFC) and Support Vector 
Regression (SVR) with a linear kernel were utilized, each set to select the top 10 features. The 
RFC method leverages an ensemble of decision trees to assess feature importance, while SVR 
identifies features that contribute significantly to the prediction of cluster labels. 

• Clustering Quality Assessment: With the selected features from both methods, the clustering 
quality was assessed using the Calinski-Harabasz score, a metric that evaluates the ratio of 
between-cluster dispersion to within-cluster dispersion. Higher scores indicate better clustering 
quality, with clusters being more distinct and compact. 

• Statistical Analysis: The study used statistical analysis to compare the Calinski-Harabasz scores 
resulting from the two feature selection methods, aiming to determine which method and which 
features led to better clustering outcomes. 

Through this methodology, the study seeks to provide insights into the effectiveness of feature 
selection methods in improving clustering quality. 

4. Results and Discussion 

In this section, we will detail the experimental results and metrics adopted to measure our proposed 
framework's performance. 

4.1. Data Analysis 

Before the launch of the "Rapid Ratio" game, all participants were split into two large groups. The 
first group, consisting of 19 students, was the "Low Performing Group". These students had relatively 
low initial knowledge of mathematics and were less skilled at playing the game. The second group, 
called the "High Performing Group", comprised 17 students who had higher initial knowledge of 
mathematics and were more skilled at playing the game. Based on the initial data, we can observe that 
the "Low Performing Group" had a lower efficiency score (based on interaction analysis) and 
motivation score (based on in-game experience questionnaire) as compared to the "High Performing 
Group". Efficiency (FLM-GOMS) and Motivation (iGEQ) score difference between two groups as 
show in Fig. 4. 

 
Fig. 4. Efficiency (FLM-GOMS) and Motivation (iGEQ) score difference between two groups 
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According to Fig. 4, the efficiency score calculated using FLM-GOMS is more effective than the 
motivation score in differentiating between student groups. The motivation score does not have a 
different median between the Low Performing Group and the High Performing Group.  However, this 
preliminary analysis alone is not sufficient to prove that FLM-GOMS can accurately group efficient 
and inefficient participants in digital game-based learning. Further analysis is required to determine 
the differences. 

4.2. Data Clustering Results 

To label data using clustering, it is important to determine the optimal number of clusters. The 
Calinski-Harabasz score is a measure of cluster validity that indicates the validity of the clusters. 
Higher scores indicate better-defined clusters. Based on the scores mentioned in Table 1, dividing the 
dataset into 2 clusters would result in the most distinct and well-separated clusters. The Calinski-
Harabasz scores for a range of clusters from 2 to 10 are provided in Table 1 for reference. 

Table.1 Calinski-Harabasz Scores of 2-10 Clusters 

Feature Value 
2 5.80 
3 4.82 

4 4.13 
5 4.01 
6 3.27 
7 3.38 
8 3.12 
9 3.07 
10 2.94 

 
Component Using K-means, the data clustering process yielded two distinct clusters which are 

labeled as Cluster 0 and Cluster 1. Cluster 0 comprises 23 students, of which 8 are male and 15 are 
female students. This cluster consists of players who have relatively lower performance and hold 
lesser positive perceptions about their playing experience. On the other hand, Cluster 1 is composed 
of 13 students, of which 12 are male and 1 is female. This cluster primarily consists of players who 
have better performance and possess stronger positive perceptions about their competence and overall 
playing experience. 

To determine the nature of the two clusters, we can analyze the differences in centroid values 
between them. By conducting centroid analysis, we can identify the main factors that influenced 
cluster formation. This is based on the difference in values between centroids for each feature 
presented in Table 2. 

Table.2 Value Differences Between Centroids for each Feature 

Feature Value 
Efficiency score 1.29 

Competence GEQ post-game 1.17 

Flow GEQ post-game 1.17 
The time average of Pointing (P) on lost state 0.94 
The time average of Pointing (P) on win state 0.82 

Competence iGEQ 0.67 
Flow iGEQ 0.65 

Positive Affect GEQ post-game 0.64 
Tension GEQ post-game 0.52 

 

The following features were observed in two different clusters of players:  

• Efficiency score: there was a significant difference in playing efficiency between the two clusters, 
with cluster 1 showing higher efficiency than cluster 0. 
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• Competence GEQ post-game and Flow GEQ post-game: there was a large difference in perceived 
competence and experience of flow after playing. Cluster 1 players had a more positive gaming 
experience and felt more competent. 

• The time average of Pointing (P) on the win state and The time average of Pointing (P) on the 
lost state: there were differences in the average duration of losing and winning on P-type 
interactions between the two clusters, highlighting how performance in these specific interactions 
differentiates clusters. 

• Competence iGEQ and Flow iGEQ: perceptions of general competence and flow experiences 
also differed significantly. This indicates variations in how players perceive their abilities and 
experiences during play. 

The above differences suggest that certain variables, such as efficiency outcomes and emotional 
responses after playing, play a key role in grouping players. Cluster 1 tends to include players with 
better performance and stronger positive perceptions of their competence and playing experience. On 
the other hand, Cluster 0 includes players with relatively lower performance and perhaps less positive 
perceptions of their playing experience. 

4.3. Feature Selection Results 

In the exploration of feature selection methods for enhancing clustering performance, our analysis 
employed three distinct approaches: Recursive Feature Elimination (RFE) with a Random Forest 
Classifier estimator, RFE with a Support Vector Regression (SVR) estimator, and feature importance 
based on Random Forest Classifier. The Calinski-Harabasz score, a metric indicative of cluster quality 
through the evaluation of cluster density and separation, served as our evaluation criterion. The 
Calinski-Harabasz score for the RFE-RFC approach was 8.1886, while the RFE-SVR approach 
produced a score of 4.4734. The best score was achieved by utilizing feature importance based on 
RFC, which yielded a score of 8.57. 

Based on Fig. 5, this finding highlights the effectiveness of leveraging Random Forest-based 
feature selection in achieving more coherent and distinct clustering outcomes, thereby providing 
valuable insight into the optimization of clustering techniques in data analysis. 

 
Fig. 5. Calinski-Harabasz Score by non-selection method and feature selection method 

This notable discrepancy underscores the superior clustering performance achieved through the 
features selected by the Random Forest Classifier. Specifically, the higher Calinski-Harabasz score 
associated with the Random Forest Classifier-selected features suggests that these clusters are 
significantly denser and more distinctly separated compared to those derived from SVR-selected 
features. This finding highlights the effectiveness of leveraging Random Forest-based feature 
selection in achieving more coherent and distinct clustering outcomes, thereby providing valuable 
insight into the optimization of clustering techniques in data analysis. 
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It's interesting to note that features included in the efficiency outcome (highlighted in Table 3) are 
chosen through the utilization of feature importance techniques based on the Random Forest 
Classifier. Thus, this supports the theory that efficiency outcomes play a significant role in grouping 
students who implement DGBL successfully. 

Table.3 Top 10 Feature Selection using 3 Different Methods 

RFE estimator = RFC RFE estimator = SVR Feature Importance (Random 
Forest Classifier) 

Tension GEQ post-game Game competency score The time average of Dragging Up (DU) on 
win state 

Challenge iGEQ Competence iGEQ The time average of Dragging Up (DU) on 
lost state 

Negative Affect iGEQ Competence GEQ post-game The time average of Dragging Left (DL) on 
win state 

The time average of Dragging Up (DU) 
on lost state 

Flow GEQ post-game The time average of Dragging Down (DD) 
on win state 

The time average of Idle (DU) on lost 
state 

The time average of Dragging Up (DU) 
on lost state 

The time average of Pointing (P) on lost 
state 

The time average of Pointing (P) on lost 
state 

The time average of Pointing (P) on lost 
state 

Flow GEQ post-game 

The time average of Dragging Down 
(DD) on win state 

The time average of Dragging Down 
(DD) on win state 

The time average of Dragging Left (DL) on 
lost state 

The time average of Dragging Left (DL) 
on win state 

The time average of Dragging Left (DL) 
on win state 

Competence GEQ post-game 

The time average of Dragging Right 
(DR) on win state 

The time average of Dragging Up (DU) 
on win state 

The time average of Pointing (P) on win 
state 

The time average of Dragging Up (DU) 
on win state 

The time average of Pointing (P) on win 
state 

Efficiency score 

 

4.4. Evaluation 

In In the evaluation section of this research, we rigorously assessed the performance of two 
machine learning models, Random Forest and Support Vector Machines (SVM), across various 
feature selection methods, including all features, features selected by Random Forest Classifier (RFC), 
Support Vector Regression (SVR) selected features, and the top 10 features identified by importance 
through Random Forest. Calinski-Harabasz Score by non-selection method and feature selection 
method as show in Fig. 6. 

 
Fig. 6. Calinski-Harabasz Score by non-selection method and feature selection method 



306 Bulletin of Social Informatics Theory and Application   ISSN 2614-0047 

 Vol. 8, No. 2, December 2024, pp. 295-308 

 Alfan et.al (Analyzing interaction and player experience of game based learning…)  

The models were evaluated based on accuracy metrics derived from the classification reports as 
shown in Fig. 6. The SVM model demonstrated remarkable adaptability and superior performance, 
particularly when leveraging all features and the top 10 RF important features, achieving an accuracy 
of 90.91% in both scenarios. This suggests SVM's robustness in handling both high-dimensional data 
and optimized feature subsets. Conversely, the Random Forest model exhibited a notable 
enhancement in accuracy with feature selection, underscoring the importance of feature selection in 
improving model efficacy. The consistency in Random Forest's performance improvement with RFC, 
SVR, and its top 10 important features indicates a direct correlation between targeted feature selection 
and model accuracy. This comprehensive evaluation elucidates the significant impact of feature 
selection on model performance, offering valuable insights for optimizing machine learning 
workflows in predictive modeling and classification tasks. 

4.5. Limitations 

Despite the significant findings and contributions of this study on digital game-based learning 
(DGBL), several limitations should be acknowledged: 

• Sample Size and Demographics: The study was conducted with a relatively small sample size of 
48 students aged between 12 and 14. This limited sample may not fully represent the broader 
population of students who could benefit from DGBL. Future research should consider involving 
a larger and more diverse sample to enhance the generalizability of the findings. 

• Short-Term Evaluation: The data collection process was limited to a single 30-minute game 
session. This short-term evaluation might not capture the long-term effects of DGBL on learning 
outcomes, motivation, and efficiency. Longitudinal studies are needed to assess the sustained 
impact of DGBL over extended periods. 

• Device and Environment Constraints: The study was conducted using SPC Tablet L80 LITE 4G 
devices within a controlled classroom environment. The findings may vary if different devices 
or environments are used. It is important to test the DGBL approach in various settings and with 
different technological devices to determine its broader applicability. 

• Game-Specific Findings: The results drawn from the "Rapid Ratio" game might be specific to 
this particular game and its design. Generalizing these findings to other educational games 
requires caution, as different games may have unique dynamics and impacts on learning. 

By acknowledging these limitations, future research can be better directed to address these issues, 
thereby enhancing the robustness and applicability of findings in the field of digital game-based 
learning. 

5. Conclusion 

In this study, we explored the effectiveness of digital game-based learning (DGBL) by examining 
various educational outcomes. We utilized the Fingerstroke Level Model-GOMS (FLM-GOMS) for 
interaction analysis and the In-Game Experience Questionnaire (iGEQ) to evaluate player 
experiences. Our research yielded several key insights into the learning process through gameplay: 

• Enhanced Learning Outcomes: Our research highlights the potential of digital games to 
significantly improve learning outcomes when designed to align with specific educational 
objectives. Games that integrate educational goals can enhance students' efficiency and 
motivation, leading to a more engaging learning experience. 

• Distinct Clusters: By analyzing our data, we identified two distinct clusters: 

- Above-Average Effectiveness: This cluster includes students who demonstrated higher 
efficiency outcomes in game-based learning. 

- Below-Average Effectiveness: This cluster consists of students with lower efficiency 
outcomes in game-based learning. 

Efficiency outcomes were the primary factors influencing the formation of these clusters. 

• Feature Selection: Our use of feature selection techniques, including short touchscreen 
interaction time and positive sentiment features from in-game experience questionnaires, 
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improved the accuracy of clustering DGBL effectiveness. These features were crucial in 
distinguishing between students who excel in DGBL and those who do not. 
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