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Abstract: Sign language is a form of communication that relies on body movements and 
facial expressions to interact, especially for deaf and hard-of-hearing people. The 
Indonesian Sign Language System (SIBI) is the official sign language in Indonesia. Until 
now, there is still a communication gap between deaf and hard-of-hearing people and 
normal people. The Computer Vision approach is expected to overcome the problem by 
developing a sign language recognition system. This research focuses on applying Deep 
Learning with the Convolutional Neural Network (CNN) method to detect hand gestures 
in SIBI alphabetic sign language and translate them. Hopefully, the results of this research 
can be the foundation for developing sign language recognition applications optimized 
specifically for SIBI. They can help people with disabilities and the general public 
communicate more effectively. 
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1. Introduction 
Language has an essential role as a tool for communication in human social 

interaction. For those with disabilities, such as deafness or speech impairment, 
communication is often challenging due to difficulties in understanding and mastering 
spoken language or acquiring conventional speaking skills. One form of communication 
commonly used by individuals with deafness or speech impairment is sign language. 
However, not everyone understands sign language due to the infrequent use of sign 
language among people without disabilities. While using human interpreters can be 
effective, it is sometimes avoided due to cost considerations. This can limit 
communication between individuals with disabilities and the general public. 

Sign language is a communication tool for individuals with special needs, such as 
those who are deaf and hard of hearing and who use body and hand movements as an 
alternative to communicating without sound [1]. This language relies on physical 
movements and hands to convey messages [2]. In Indonesia, there are two commonly 
used forms of sign language, namely Indonesian Sign Language (BISINDO) and 
Indonesian Sign Language System (SIBI) [3]. Indonesian Sign Language (BISINDO) is 
encouraged by the Indonesian Deaf Welfare Movement (GERKATIN) and developed by 
the deaf community, while the Indonesian Sign Language System (SIBI) is officially used 
in Sekolah Luar Biasa (SLB) under the Ministry of Education and Culture [1]. 

SIBI (Indonesian Sign Language System) is a communication medium for deaf people 
that combines spoken language, gestures, mimics, and other movements [4]. SIBI has 26 
finger spellings that indicate 26 alphabets, with 24 signs in static movements and 2 signs 
in dynamic movements (J and Z). The SIBI alphabet is composed of a combination of 
finger and hand shapes [5]. SIBI was deliberately created and formalized by the 
Indonesian government to present Indonesian spoken grammar into artificial signs. 
Despite being an official standard, perceptual differences between sign language users 
and normal individuals are often a challenge in communication. 
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The application of Deep Learning in recognizing SIBI symbols opens up 
opportunities to strengthen the communication of deaf people in Indonesia. Deep 
Learning is a machine learning method with excellent Computer Vision capabilities. 
Computer Vision is a computer science that works by imitating human visual abilities [6]. 
Deep Learning, especially in Computer Vision, has demonstrated significant visual 
recognition capabilities, a key component in Sign Language Recognition (SLR) 
technology. With a significant deaf population in 2018 [7], [8], the development of SLR is 
essential in facilitating communication through sign language and gestures. 

Image identification is an essential step in hand gesture recognition. Hand gesture 
recognition requires image processing and feature extraction to be performed to 
recognize and classify hand gestures with the maximum possible accuracy, where 
Convolutional Neural Network (CNN) comes as the main solution. CNN is used in this 
research to train the system to recognize SIBI letters. Hopefully, the application of CNN 
can improve recognition accuracy. 

Convolutional Neural Network (CNN) is one of the machine learning methods that 
can be used for object image classification. CNN is a Deep Learning model that can mimic 
image recognition capabilities in the human visual cortex [9]. CNN's ability to recognize 
and classify objects is the main focus in hand gesture recognition, as found in SIBI sign 
language [10]. One of the advantages of CNN is that it is considered the best model for 
solving problems related to object detection and object recognition because it does not 
require large computations in the process. Despite being one of the best methods in object 
detection and recognition, CNN also has disadvantages related to the time-consuming 
duration of model training [11]. 

Based on these problems, in this research, a system is made to understand sign 
language by applying Deep Learning technology using the Convolutional Neural 
Network (CNN) method. This system makes Learning and understanding the Indonesian 
Sign Language (SIBI) alphabet easier. Some of the challenges faced include the data 
training process, object positioning, pose variations, lighting, and object background 
differences in the context of sign language recognition [12], [13]. With the SIBI sign 
language detection system, it is hoped that the gap in communication between deaf 
people and those without disabilities can be minimized. 

 

2. Theory 
2.1 SIBI 

SIBI is the abbreviation of ‘Sistem Isyarat Bahasa Indonesia.’ Sign language is an 

essential means of communication for deaf individuals to interact and convey 

information. This form of communication occurs through manual movements, including 

hand, lip, and body movements [16]. In the Kamus Besar Bahasa Indonesia, sign language 

is described as a system of communication that does not rely on human speech or writing 

but uses hand, head, and body movements, often used for the deaf and speech-impaired 

communities. Sign language focuses on visual communication and body expression, 

providing tools for the deaf community to communicate and obtain information. In sign 

language, hand and body movements convey essential concepts such as synonyms and 

antonyms. For example, words with similar meanings are transmitted through similar 

gestures, while antonym concepts can be expressed with different directions of 

movement. 

System Sign Language Indonesia (SIBI) is one form of sign language in Indonesia. 

SIBI adapts gestures from American Sign Language and has 26 gestures that represent 

the 26 letters of the alphabet, including 24 passive gestures and two active gestures (J and 

Z) that use one hand. SIBI is used in formal communication, especially in special 

education (SLB), following established regulations. SIBI is recognized as an official 

language in Indonesia with structured sentences that pay attention to the use of subjects, 

objects, and predicates. SIBI continues to develop with the addition of local signs 

according to the needs of the deaf community in Indonesia. Figure 1 is the Indonesian 

Sign Language System (SIBI). 
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Figure 1. Indonesian Sign Language System (SIBI) 

 

2.2 Deep Learning 

Deep Learning is one of the techniques in the field of machine learning that has 

experienced rapid development in recent years. It utilizes complex neural networks to 

deeply process data and produce layered non-linear transformations [18]. In Deep 

Learning, input data undergoes a series of transformations through hidden layers 

designed to produce a more abstract representation of the data. In the context of Deep 

Learning, neural networks are characterized by the presence of hidden layers consisting 

of a large number of neurons. This deep neural network consists of a hierarchy of simple 

layers that are tasked with processing and transforming input data into increasingly 

abstract representations [19]. Each layer in this network plays a role in extracting 

increasingly complex features from the input data, thus allowing Deep Learning to 

understand highly complex and abstract data representations. 

In addition, Deep Learning is known for its ability to automate feature extraction, 

allowing the system to determine relevant features from input data without requiring 

intensive human intervention to define those features. With this capability, Deep 

Learning continues to evolve and can tackle increasingly complex problems as the 

amount of data grows. Deep Learning has contributed significantly to technological 

advancements in various fields, including facial recognition, natural language processing, 

autonomous vehicles, and other applications. With the ability to understand increasingly 

complex data representations, Deep Learning opens up new opportunities for more 

sophisticated data analysis and understanding. 
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2.3 Convolutional Neural Network (CNN) 

Nowadays, Convolutional Neural Network (CNN) technology is one of the 

significant approaches in two-dimensional data processing, especially in the context of 

image processing. CNN is part of the Deep Neural Network class, which focuses on 

analyzing and extracting information from digital images. The algorithms underlying 

CNNs are designed to recognize and understand the features present in digital images. 

The CNN architectural structure consists of layers of neurons with specific attributes such 

as bias, weight, and activation function [18], as shown in Figure 2. 

 

 
Figure 2. Convolutional Neural Network (CNN) 

 

In Figure 2, there is a detailed illustration of the structure of the CNN method, 

which is divided into Input, feature extraction, and classification. The feature 

extraction layer contains several types of layers: 

 

2.3.1 Convolutional Layer 

The convolution layer is the initial layer that receives image input. Its operation 

consists of a convolution process that uses filters to extract information. By shifting 

the filter over the image, a matrix multiplication between the image and filter parts 

results in a 2-dimensional matrix. 
 

 

Figure 3. Illustration of Convolution Calculation 
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By shifting (convolving) the filter at every possible filter position on the image, an 

output is produced, commonly referred to as an activation map or feature map. The 

dimensions of the feature map can be calculated using a special equation 1. 

 

𝑂𝑢𝑡𝑝𝑢𝑡 𝑓. 𝑚𝑎𝑝𝑠 =
𝑊−𝑁+2𝑃

𝑆
+ 1                            (1) 

 

Description: W= Input size, P = Padding, N= Filter Size, & S= Stride. Moreover, the 

feature map results in the convolution process will be normalized using the ReLu 

activation function with the formula in Equation 2. 

 

 

 

ReLu (x) = max (0, x)                                (2) 

 

 

Description: X = Input to the neurons in the neural network 

 
2.3.2 Pooling Layer 

The merging layer reduces the feature map's size by using various statistical 

operations based on the nearest pixel values. Regularly adding this layer after 

multiple convolution layers minimizes the number of parameters and controls 

overfitting. Overfitting is when the model tries to learn all the details, including noise 

in the data and tries to fit all the data points into the line. Using a 2x2 filter with step 

2 and applying it to each input slice reduces the size of the feature map to 75% of its 

original size. 

 

 
Figure 4. Pooling Illustration 

 
 

2.3.3 Flatten Illustration 

In the feature extraction stage, the result of the feature map is still in the form 

of a multidimensional array. To be integrated into the next stage, this array needs 

to be converted into one dimension, often called "flatten." This process is the first 

step before entering the Fully Connected Layer. This process converts the feature 

extraction matrix into a 1-dimensional matrix. 
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Figure 5. Flatten Illustration 

 
2.3.4 Dropout 

This step randomly removes neurons, which is considered noise, to prevent 

overfitting [18]. 

 
 

Figure 6. Dropout Illustration 

 

2.3.5 Fully Connected Layer 

The fully connected layer, also known as the fully connected layer, has 

characteristics similar to that of the multi-layer perceptron (MLP) and involves 

hyper-aligned parameters. These parameters include the hidden layer, activation 

function, output layer, and loss function. This stage involves two main processes, 

namely forward propagation and backpropagation [20]. 

 

 

 
 
Figure 7. Fully Connected Illustration 
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2.3.6 Softmax Function 

This function calculates the probability of the target class out of all target classes. 

This probability ranges from 0 to 1 [18]. The mathematical formulation of the softmax 

function can be found in Equation 3. 

 

softmax(𝑥)𝑖 =
𝑒𝑥𝑖

∑ e
𝑥𝑗n

j=1

                     (3) 

 

Where x = Vektor input yang akan diubah menjadi probabilitas, i = Indeks dari 
elemen vektor x, e = Bilangan konstan Euler (2.71828…), and n = Jumlah elemen 
dalam vektor x. 
 

2.4 Object or Motion Detection 

Object detection is an essential aspect in the context of image processing and 
Computer Vision. Object detection is defined as a recognition process that can 
distinguish objects from the background and separate objects that may be suspicious 
[21]. This approach allows the system to recognize and separate particular objects 
more efficiently from their surroundings. Object detection involves identifying object 
instances in an image and determining the recognized object by the bounding box 
marks around it [22]. This approach provides a foundation for developing systems 
that identify and track objects in various visual situations. 

 

2.5 Comparison with Previous Research 

This research on CNN analysis of Sign Language is not new. Previous research shows 

significant progress in the application of methods to classify data. Table 1 shows the 

Comparison and Results of Previous CNN Sign Language Research. 
 

Table 1. Comparison and Results of Previous CNN Sign Language Research 
 

Previous Research Results Research Similarities/Differences 

In 2018, Arfian adopted CNN to identify 

traditional transportation types 

Produces an accuracy rate of 

75%. 

Different types of identification, i.e., 

sign language. 

In 2018, Candra Kusuma Dewa et al. applied MLP 

and CNN methods to classify Javanese script 

handwriting. 

CNN models have better 

accuracy compared to MLP 

models. 

Applying the CNN Method to this 

research. 

In 2019, Mochammad Bagus Setiyo Bakti et al. 

classified numbers in Indonesian sign language 

using the CNN method. 

Achieved an accuracy of 

98.89%. 

Differences in the use of datasets that 

are SIBI alphabets. 

In 2020, Devina Yolanda et al. classified alphabetic 

sign language by applying CNN and RNN 

methods. 

Achieved an accuracy of 

60.58%. 

Does not combine CNN and RNN 

methods. 

In 2022, Putri et al. integrated Mediapipe and 

LSTM to assess BISINDO sign language in real-

time detection. 

Achieved the highest accuracy 

of 92% for real-time detection. 

Different methods for real-time 

detection of SIBI alphabetic sign 

language. 
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3. Method 
 

3.1 Type of Research 
This research is an in-depth exploration of the utilization of high-level technology, 

especially by utilizing the Convolutional Neural Network (CNN) method, in the context 
of developing a sign language detection system. In terms of methodology, this research 
can be identified as an experimental study with a quantitative approach. This approach 
allows researchers to collect empirical data that can be measured numerically, following 
the research objectives, to analyze the performance of CNN in detecting sign language. 
Experimental research tends to focus on empirical data collection and hypothesis testing. 
The application of variable control and manipulation of certain variables in this research 
is intended to understand the impact on experimental results systematically. With this 
approach, the research leads to technology development and a deeper scientific 
understanding of the quantitative aspects of applying high-level technology to sign 
language detection systems. 

 
3.2 Research Design 

The research design that can be used is a research strategy with a One-Group Pretest-
Posttest approach. In the pretest stage, baseline data is collected to provide an initial 
picture of sign language comprehension before any intervention (change). After that, the 
sign language detection model using CNN will be implemented. After the model 
implementation phase, the research variables are re-measured at the post-test stage. The 
data collected from the posttest will allow researchers to evaluate the impact of the 
effectiveness of the sign language detection model in improving sign language 
comprehension. 

 
3.3 Research Variables 

 
3.3.1 Independent Variables 
In this research, the main focus is on the utilization of a convolutional neural network 

(CNN) approach as a major element in the development of artificial intelligence systems. 
Specifically, CNN has been adopted as a deep learning technique to analyze and process 
sign language-related data. This approach creates an efficient and accurate structure for 
managing the sign information. 

 
3.3.2 Bound Variables 
The center of attention in this research lies in evaluating the system's ability to 

identify and interpret sign language. This includes the accuracy in recognizing gesture 
patterns and expressions, the ability of the system to give meaning to the cues, and the 
system's responsiveness in responding appropriately. Therefore, this dependent variable 
reflects how CNN integration can improve the system's performance in effectively 
understanding and responding to sign language. 

 
3.4 Research Procedures 

The research method applied to this report involves several systematically designed 
steps. First, the research began with a problem identification and literature review to 
understand the theoretical framework and related literature. This step was done to build 
a strong foundation for the formulation of research questions and research objectives. 
After the literature review stage, the research continued with needs analysis and data 
collection. Researchers identified system requirements at this stage, developed a 
framework, and collected relevant data. This needs analysis forms the basis for 
developing the model and software that will be further evaluated. 

The design stage involves drawing up a detailed plan for the system implementation. 
In the context of image classification, the research used the Convolutional Neural 
Network (CNN) approach because of its ability to detect unique features without the need 
for pre-processing steps and recognize features automatically without supervision. The 
system implementation involves data training and model building using CNN. This 
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process is essential to ensure the model can provide accurate and reliable results. The 
success of this stage will affect the overall quality of the research. 

Finally, the research reached the system testing stage to evaluate the performance of 
the developed model. This process involves trials, evaluation, and validation of the 
results. In software development, the research adopted the waterfall method approach to 
ensure that each stage was carried out sequentially and well-documented. The research 
flowchart, as seen in Figure 8, visually depicts the series of research steps. 

  

 
Figure 8. Research Methods 

 
3.5 Problem Identification 

Problem identification involves an in-depth understanding of the constraints faced in 
sign language detection using conventional methods. It involves careful consideration of 
the rationale for using Deep Learning, especially CNNs, and its contribution to solving 
the problem. Aspects such as detection accuracy, processing speed, and adaptation to sign 
language variations become focal points in the problem identification stage. It is essential 
to form a solid foundation for the research by explaining in detail the relevance of the 
identified problem and the potential positive impact that can be achieved. Along with 
that, it is necessary to emphasize the boundaries of the research to ensure proper focus 
and provide the necessary context to formulate the research questions properly. 
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3.6 Literature Study 
At this stage, the researcher conducted a literature review to detail the understanding 

of the basic concepts of Deep Learning, especially in the context of the Convolutional 
Neural Network (CNN) method, which is the main focus of this research. First, 
researchers underwent a literature exploration to gain a deep understanding of Deep 
Learning as a subset of Machine Learning that focuses on using deep neural networks to 
recognize patterns and make decisions. A thorough understanding of this concept was 
essential so that the researcher could detail the application of Deep Learning in the context 
of sign language detection. Furthermore, the researchers focused their literature review 
on the Convolutional Neural Network (CNN) method, a neural network designed to 
process spatial data, such as images. This entire process formed a strong foundation for 
moving on to the following research stage: designing. 

 

3.7 Needs Analysis 
The needs analysis in this research includes two main aspects: data needs analysis, 

and device needs analysis. 
 
3.7.1 Data Requirement Analysis 

 
a) Input Data 

The input data in this research comes from the image taken by the webcam 
device. The user opens the application, and the image from the webcam will 
be captured in real time. The system then tracks the user's hand position, 
processes it, and translates the sign language. 
 

b) Process Overview 
The process starts with the user opening the application and activating the 
webcam, and the image from the webcam will be captured in real time. There 
will be a box in the system that will be used to detect the user's hand, and if 
it is detected that the user is using sign language, the application will directly 
translate the sign language in real time. 
 

c) Overview of Data Pre-processing 
Data pre-processing is the data preparation stage before the classification 
process is carried out. The stages involve: 
1) Input data from the webcam, where the system detects the hand in real 

time. 
2) The hand pattern detection process is based on SIBI sign language, where 

the system tracks the patterns of the fingers for classification. 
3) Classification using the Convolutional Neural Network (CNN) method. 

The system will classify the hand pattern and provide results according 
to the SIBI sign language form pattern. 

 

3.7.2 Device Requirement Analysis 
 

a) Hardware Requirements: (1) Laptop with 12th Gen Intel(R) Core (TM) i5-
12500 H Processor, (2) Intel(R) Iris(R) Xe Graphics GPU, (3) NVIDIA GeForce 
GTX 1650 GPU, (4) 16GB RAM, (4) 1TB SSD, and (5) 720p Webcam camera. 

b) Software Requirements: (1) Windows 11 64 Bit, (2) Visual Studio Code, (3) 
Python 3.11, (4) OpenCV, (5) Keras, and (6) TKinter 

 
These hardware and software specifications are designed to support developing 
and implementing Convolutional Neural Network models in sign language 
detection systems. 
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3.8 Data Collection 
The data acquisition process in this research framework begins with collecting 

datasets that match the research objectives. Dataset selection is essential because the 
dataset's quality greatly affects the model's performance in recognizing sign language 
cues with varying characteristics. In this context, the dataset used consists of sign 
language images captured using a webcam. These images include the SIBI (Indonesian 
Sign Language System) alphabet. 

The acquired dataset consists of 2,600 digital images of sign language demonstrations 
of the alphabets A to Z in ".jpg" file format. There are 26 dataset classes representing the 
A-Z alphabet with 100 images, according to the SIBI gestures registered on the SIBI 
Dictionary website managed by the Ministry of Education and Culture of the Republic of 
Indonesia. The reference to the SIBI Dictionary website as an index source shows an 
accurate and thorough approach to determining the classes of sign language gestures that 
are the focus of the research. Overall, this careful and representative dataset selection 
provides a solid foundation, ensuring that the implemented Convolutional Neural 
Network (CNN) model can recognize sign language signs with varied characteristics, 
including gesture variations covering the A-Z alphabet in SIBI sign language. 

 

 
Figure 9. SIBI Alphabet Classification Flowchart 
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3.9 System Design 

In the system design stage of this research, researchers developed a Convolutional 
Neural Network (CNN) architecture that was customized specifically to meet the needs 
of sign language detection. This process involves determining the optimal model 
parameters, including the number of convolution layers, kernel size, and activation 
function, to improve detection accuracy. Next, an SIBI alphabet classification flowchart is 
applied to understand the implementation of sign language detection. This diagram 
explains in detail the process of recognition and classification of SIBI alphabets using data 
obtained from webcam captures when users express SIBI sign language. This series of 
processes is illustrated in Figure 9. Data processing involves interaction between the user 
and the system, which aims to strengthen the model's understanding of specific sign 
language. 

 
3.10  Implementation 

After the model design, the next step involves implementing the model. Dataset 
preparation is a critical stage in this implementation. Once the dataset is prepared, the 
next step is to engage the CNN model in the training process. The training process 
involves iteratively adjusting the model parameters to achieve optimal sign language 
detection results. The training stage is key to ensuring that the model can deliver accurate 
and reliable results in real-world scenarios. 

 

3.11  System Testing 
In addition to parameter adjustments, the training results are assessed to measure the 

model's performance. First, the detection results are evaluated using essential metrics 
such as accuracy, precision, and recall. These metrics provide an overall view of the 
model's ability to identify sign language with optimal accuracy and efficiency. The model 
validation process is essential to ensure that the model is generalizable and reliable in 
various situations. Validation is done through testing the model on diverse datasets, 
guaranteeing the model's ability to recognize sign language consistently and accurately 
in various contexts. This validation also helps in identifying potential overfitting (where 
the model tries to learn all the details, including noise in the data, and tries to fit all data 
points into the line) or underfitting (where the Machine Learning model cannot learn the 
relationship between variables in the data and predict or classify new data points) that 
may affect the performance of the model. 

 
3.12  Data Sources 

The data collected may include variations of hand and finger movements and other 
visual elements of sign language, such as the position and direction of hand movements, 
thus allowing for a comprehensive analysis without sacrificing their uniqueness. 

 
3.13  Data Collection Technique 

A practical data collection approach in sign language research involves visual 
recording technology. Using webcams or optical sensors allows the detailed recording of 
hand and finger movements in sign language, resulting in a dataset rich in visual 
information for model development. The next step involves a careful data labeling 
process, essential for training the Convolutional Neural Network (CNN) model to 
recognize and interpret sign language more accurately. The data labeling process is done 
carefully to ensure the accuracy and relevance of the data used in training the model. This 
approach can improve the reliability and validity of sign language recognition models. 

 
3.14  Research Instruments 

This research uses a combination of webcams or visual sensors and Deep Learning 
software to analyze sign language gestures and expressions. The instrument is designed 
to gain a deep understanding of sign language interaction by utilizing advanced 
technology. 
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3.14.1 Webcam or Visual Sensor 
This research instrument utilizes a webcam or visual sensor to record sign 
language gestures and expressions accurately. This technology allows for 
more detailed and real-time data capture, creating a solid foundation for in-
depth analysis. 
 

3.14.2 Deep Learning Software 
Deep Learning software implements and trains the Convolutional Neural 
Network (CNN) model. This model is designed to recognize hand and finger 
movement patterns associated with sign language. Deepening it through 
training can improve interpretation accuracy, assist in complex gesture 
recognition, and provide a basis for data-driven analysis. 
 

3.14.3 Human Validation 
Human validation is used to ensure the accuracy of the interpretation; the 
results of the automated system will be validated through the participation 
of humans who have expertise in sign language. This aims to confirm the 
accuracy and sustainability of the analysis results obtained from the Deep 
Learning model. 

 

3.15  Data Analysis 
The data analysis of this study combined two essential aspects, namely the application of 

statistical methods to parse the data from the pre-and post-implementation measurements, as well 

as the assessment of the model's performance. In the statistical analysis, various techniques were 

applied to investigate patterns in the data before and after the measures were taken. Using 

appropriate statistical methods helps identify significant changes in the observed variables, 

enabling solid conclusions based on the observations. Meanwhile, the performance evaluation of 

the model, specifically the Convolutional Neural Network (CNN), provides deep insight into its 

ability to recognize sign language. Through model performance evaluation, this research provides 

qualitative findings on the effectiveness of the CNN model and presents an empirical basis for 

further recommendations or improvements to the implemented approach. 
 

4. Result and Analysis 

4.1 Testing and analysis of the SIBI sign language detection system 
The results of testing the SIBI sign language detection system can be seen in 

Figures 10, 11, 12, and 13. In Figure 10, the user interface of the SIBI sign language 
detection system is shown. A dark-colored box displays the user's image from the 
camera, while a light-colored box displays the user's hand gestures in black and 
white. On the right side is an illustration of the SIBI alphabet sign language gesture 
as a guide. At the bottom, there are three main elements: "Letter" shows the alphabetic 
character being demonstrated, "Word" depicts the word formed from the letters, and 
"Sentence" shows the sentence formed from the words created by the user. 

 
Figure 10. SIBI Alphabetic Sign Language Detection System Interface Display 
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Figure 11. SIBI Alphabetic Sign Language Detection System Letter S 

 

 
Figure 12. SIBI Alphabetic Sign Language Detection System Letter A 

 
In Figure 12, the system recognizes the alphabetic sign language A according to 

the user's hand movements. The process involves the user performing SIBI sign 
language gestures, which are then recorded in black and white. The system can then 
predict the alphabet, which is demonstrated by using a previously prepared dataset. 
The result of this character prediction will be displayed in front of "Letter" in real 
time. 

Moreover, Figure 13 shows the system composing the word "ME". In the initial 
50 frames, the predicted text is stored in the backend, and the character with the 
highest prediction is displayed in front of "Word." The prediction results for each 
frame are retrieved and stored, forming the text according to the sign language 
shown. When the system detects a change to a blank screen, indicating that the word 
prediction is complete, the program considers the word complete and moves on to 
the next character. 
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Figure 13. System Displays Sentences from Word Arrays 

 
 Once all characters are predicted, the complete word is displayed in front of the 

characters, and the system looks for a blank screen to determine that the word is 
whole. If the screen remains blank, the program considers that the word is complete 
and moved to the front of the sentence. In this way, the program composes text from 
sign language on the front, uses a model to predict text, and has a mechanism to detect 
when a word or sentence is complete to display the result appropriately on the screen. 

 
4.2 Dataset creation process 
This research uses a new dataset that uses the OpenCV library, consisting of images 

taken using a webcam. This dataset includes images of SIBI sign language demonstrations 
ranging from letters A to Z in ".jpg" file format. A total of 2,600 images were collected, 
with 26 classes representing the letters of the alphabet. Each class consists of 100 images. 
The dataset creation process can be seen in Figure 14. 

 
Figure 14. The dataset creation process 

 
The process starts by capturing each frame displayed by the webcam. Each frame 

defines the region of interest (ROI) with a blue bounding box. From the full image, 
the ROI is extracted in the form of RGB values and converted to a grayscale image. 
Finally, a Gaussian blur filter is applied to the image to help extract various image 
features. The following is an example of an A-alphabet SIBI sign language dataset 
that has been pre-processed, as shown in Figure 15. 
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Figure 15. Pre-Processed Dataset 

 

The next step involves training the data to form the model to be tested. Before starting the 

training, the dataset was split into two parts: training data and testing data. Of the 2,600 data, 

70% was used as training data, while 30% served as testing data. The training data involved 

batch size 10 epoch 5, with steps per epoch of 12,841. Batch size is the number of data samples 

that pass simultaneously through the neural network. An epoch is a hyperparameter that 

determines how often the Deep Learning algorithm works through the entire forward and 

backward dataset. 

Each epoch produces learning variables that are reflected in accuracy and loss values. The 

loss value acts as an evaluation parameter to assess the extent to which the system learning 

results can be considered good or bad; the smaller the loss value, the more consistent the model 

learning. The training results show an accuracy rate of about 99%, with a loss value of about 

3.7%, as shown in Figures 16 and 17. 

 

 

Figure 16. Accuracy and Loss Value 

 

Figure 17. Accuracy and Loss Value Curves 
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4.3 Gesture Classification 

1) Convolutional Layer 1: The Input is an image with a resolution of 128x128 pixels. The 
image is processed in the first convolutional layer in an initial step using 32 filter 
weights of 3x3 pixels each. The result is an image of 126x126 pixels, one for each filter 
weight. 

2) Pooling Layer 1: The images are down-sampled using the 2x2 max pooling technique, 
where only the highest value in each 2x2 box of the matrix is retained. As a result, the 
image is down-sampled to 63x63 pixels. 

3) Convolutional Layer 2: The 63x63 pixel image from the output of the first pooling 
layer is taken as Input to the second convolutional layer. Here, the image is processed 
using 32 filter weights of 3x3 pixels, resulting in an image of 60x60 pixels. 

4) Pooling Layer 2: The resulting images are downsampled again using the 2x2 Max-
Pooling technique, and the resolution is reduced to 30x30 pixels. 

5) Fully Connected Layer 1: These images become the Input for the fully connected layer 
with 128 neurons. The output of the second convolutional layer is reshaped into an 
array of size 30x30x32 = 28800 values. This layer uses Dropout with a value of 0.5 to 
avoid overfitting. 

6) Fully Connected Layer 2: The output of the first fully connected layer becomes the 
Input for the fully connected layer containing 96 neurons. 

7) Final Layer: The output of the second fully connected layer is used as Input for the 
final layer, which has the number of neurons corresponding to the number of 
classified classes. 
 
 

4.4 Training and Testing 

The input image (RGB) is converted to grayscale format, and the Gaussian blur 
technique is applied to remove unnecessary noise. Next, Adaptive Threshold extracts the 
hand area from the background and adjusts the image size to 128 x 128. After going 
through the pre-processing process, the input image is provided to the model for training 
and testing after going through the mentioned operations. The prediction layer evaluates 
how likely the image belongs to one of the classes. The output is normalized between 0 
and 1, ensuring that the total value in each class is equal to 1, using the softmax function. 

Moreover, to improve the output of the prediction layer, the network was trained 
using the labeled data. Cross-entropy is used as a performance indicator in classification. 
This continuous function takes a positive value at points different from the labeled data 
and has a zero value when it corresponds to the labeled data. Therefore, cross-entropy is 
optimized by minimizing it close to zero. In the network layer, the weights of the neural 
network are adjusted. After finding the cross-entropy function, its value is optimized 
using the gradient descent method, especially with Adam Optimizer, to obtain optimal 
results. 

In this system testing phase, the accuracy of the CNN implementation will be 
evaluated. The test is conducted by determining the distance between the hand and the 
webcam to detect and predict finger gestures. Researchers conducted trials by pointing 
the webcam at the test subject, namely the researcher himself, and then making sign 
language gestures that match the class in each image data. The accuracy of the results 
during the data testing process can be seen in Table II. 

 

Table II. Test Data Prediction Results 

No Room Condition Number of Tests Accuracy Level 

1 Low Light (Dim) 5 94,37 % 

2 Bright 5 96,29 % 
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Testing was conducted five times on 26 SIBI alphabet sign language classes in the 
same room with varying lighting conditions. The data in Table II shows that in a room 
with minimal or dim light conditions, the accuracy reaches 94.37%. This is influenced by 
the number of letters that cannot be predicted correctly due to the lack of incoming light, 
resulting in the webcam not being able to capture the movement properly. Meanwhile, in 
a room with sufficient or bright light conditions, the accuracy rate increased to 96.29%. 
This result indicates that improved lighting improves the quality of the captured image 
and the prediction process's performance. 

 

5. Conclusions and Suggestions 

Based on the results of the implementation and testing of the SIBI alphabet sign 
language detection system with the Convolutional Neural Network (CNN) method, it can 
be concluded that the real-time SIBI alphabet sign language detection system using the 
Convolutional Neural Network method has been successfully implemented. The main 
focus of this development is the recognition of the SIBI alphabet. The system can 
recognize alphabet classes based on user demonstration. In the dataset training process 
using 2,600 images with epoch 5 and batch size 10, a training accuracy of 99% was 
obtained, indicating the optimality of SIBI alphabet sign language detection. Improved 
prediction occurs after the application of two layers of algorithms, where verification and 
prediction are performed on symbols that are similar to each other. The system can detect 
almost all symbols, if demonstrated correctly, with minimal or no background noise and 
adequate lighting. 

The system that has been built still has some shortcomings. Therefore, the author 
provides suggestions for improving this research in the future. The suggestions and Input 
given by the author for further research development are as follows: 

1) Increase the number and variety of training datasets so that the model can 
perform detection more accurately and quickly. Some aspects of datasets that 
need to be considered involve variations in subjects as dataset models, variations 
in backgrounds and objects at the time of data collection, and variations in camera 
types with different resolutions. 

2) The sign language detection system using the CNN method can be further 
developed so that it can not only be used to detect alphabets but also detect a 
wider sign language vocabulary. 

3) Developing the system as a two-way communication tool between deaf and 
speech-impaired people and normal people. 

4) Develop existing features and add new features to encourage users to learn sign 
language. 
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