Dragonfly Algorithm for Crowd NPC Movement Simulation in Metaverse
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1. Introduction

The pandemic has limited movement and interaction between people, causing new communication challenges. The current development of Virtual Reality (VR) technology enables its users to interact with other people in the virtual world through avatars, known as Social Virtual Reality (SVR) [1]. As the virtual world is built, it is necessary to add supporters such as a crowd that can walk around the world to make it more similar to the real world. The crowd needs to be given artificial intelligence not to look stiff or move based on the pattern provided, according to [2], [3].

The movement of humans in the real world always avoids objects in front of them and pays attention to their surroundings. Dragonfly Algorithm (DA) by [4] is a metaheuristic algorithm that has the characteristic of knowing who its neighbors are and can walk side by side to the destination without bumping into each other and away from enemies, which is a modification of Particle Swarm Optimization (PSO) [5]. In the real world, it would more or less apply the same thing to not bumping into each other and getting past obstacles, and not crashing into walls. Implementing artificial intelligence for crowds can be done by simulating crowds in an exhibition. A job fair exhibition is a form of exhibition that can provide multiple profiles for each individual, and each has their abilities.

Previous studies found that many crowd simulations were driven by metaheuristic algorithms such as PSO and other modifications. However, DA for motion simulation still does not exist. Therefore the gap in this study is to use DA as an artificial intelligence for crowd simulation. In addition, the use of crowd simulations with many profiles in an exhibition is still minimal.

Through this research, it is hoped that DA will be a solution for crowd simulation of Non-Playable Character (NPC), which has more natural movements than other algorithms. In addition, through this research, it will be developed in a metaverse world that prioritizes the virtual world like the real world with VR [6].
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2. Method

NPC crowd simulation in this study will compare PSO with DA with the same scenario and fitness function. The manufacturing stage will be divided into three parts: preparation, trial, and evaluation.

![Diagram](image.png)

**Fig. 1.** The methodology is divided into three stages: preparation, trial, and evaluation.

The preparation stage will be divided into several parts, as in “Fig. 1”, designing scenarios for job fair exhibitions, creating 2d scenario environments, NPC profiling and job fair booth profiling, and creating models for NPC. The first part will design the form of the Job Fair, from how wide the world will be made, how many booths will be used in 1 job fair, what is the minimum number of visitors and the maximum number of visitors, how many types of jobs will be adapted to the booth, and how many types of individuals.

2.1. Preparation

**Job Fair Exhibition Scenario**

![Scenario Design](image.png)

**Fig. 2.** Initial scenario design of job fair exhibition

The second part, like “Fig. 2” continuing with the scenario design is urgently needed to determine the position of the spawn location for each NPC, the position of the fair job booth and which places NPCs may enter or not, and exits from exhibitions such as job fairs in general so that they can...
determine the flow of visitors. The third section will profile each type and booth type. The profile of each NPC can influence decision-making and how long it takes to reach the fair job booth.

Table.1 NPC profiling based on the skill

<table>
<thead>
<tr>
<th>No.</th>
<th>Job Seeker</th>
<th>Skill</th>
<th>Age</th>
<th>Degree</th>
<th>Interest</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Person A</td>
<td>Artificial Intelligent</td>
<td>Random (23-40)</td>
<td>Bachelor</td>
<td>IT</td>
<td>0.0 - 0.1</td>
</tr>
<tr>
<td>2</td>
<td>Person B</td>
<td>Machine Learning Engineer</td>
<td>Random (23-40)</td>
<td>Bachelor / Master</td>
<td>IT</td>
<td>0.1 - 0.2</td>
</tr>
<tr>
<td>3</td>
<td>Person C</td>
<td>Data Scientist</td>
<td>Random (23-40)</td>
<td>Bachelor / Master</td>
<td>IT</td>
<td>0.2 - 0.3</td>
</tr>
<tr>
<td>4</td>
<td>Person D</td>
<td>Web Developer Accountant</td>
<td>Random (23-40)</td>
<td>Bachelor</td>
<td>IT</td>
<td>0.3 - 0.4</td>
</tr>
<tr>
<td>5</td>
<td>Person E</td>
<td></td>
<td>Random (23-40)</td>
<td>Bachelor</td>
<td>Business</td>
<td>0.4 - 0.5</td>
</tr>
<tr>
<td>6</td>
<td>Person F</td>
<td>Business Analyst</td>
<td>Random (23-40)</td>
<td>Bachelor / Master</td>
<td>Business</td>
<td>0.5 - 0.6</td>
</tr>
<tr>
<td>7</td>
<td>Person G</td>
<td>Financial Analyst</td>
<td>Random (23-40)</td>
<td>Bachelor / Master</td>
<td>Business</td>
<td>0.6 - 0.7</td>
</tr>
<tr>
<td>8</td>
<td>Person H</td>
<td>Animators</td>
<td>Random (23-40)</td>
<td>Bachelor / Master</td>
<td>Design</td>
<td>0.7 - 0.8</td>
</tr>
<tr>
<td>9</td>
<td>Person I</td>
<td>Creative Director</td>
<td>Random (23-40)</td>
<td>Bachelor / Master</td>
<td>Design</td>
<td>0.8 - 0.9</td>
</tr>
<tr>
<td>10</td>
<td>Person J</td>
<td>Fashion Designer</td>
<td>Random (23-40)</td>
<td>Bachelor</td>
<td>Design</td>
<td>0.9 - 1.0</td>
</tr>
</tbody>
</table>

NPC profiles like “Table 1” each profile of the NPC is divided into ten types according to the individual skills of each NPC. Other attributes that support the profile of the NPC are age which will be given a random score from the age of 23-40, graduates will also be randomly assigned between bachelor and masters, and interest will have a fixed value according to the skills of each NPC.

Table.2 Job Fair Booth Profiling Based On The Vacancy

<table>
<thead>
<tr>
<th>No</th>
<th>Company</th>
<th>Vacancy 1</th>
<th>Vacancy 2</th>
<th>Vacancy 3</th>
<th>Minimum Requirement Degree</th>
<th>Min Age</th>
<th>Max Age</th>
<th>Field</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Company A</td>
<td>Machine Learning Engineer</td>
<td>Data Scientist</td>
<td>Web Developer</td>
<td>Bachelor</td>
<td>23</td>
<td>26</td>
<td>IT</td>
<td>0.0 - 0.1</td>
</tr>
<tr>
<td>2</td>
<td>Company B</td>
<td>Creative Director</td>
<td>Artificial Intelligent</td>
<td>Business Analyst</td>
<td>Bachelor</td>
<td>23</td>
<td>40</td>
<td>Mixed</td>
<td>0.1 - 0.2</td>
</tr>
<tr>
<td>3</td>
<td>Company C</td>
<td>Accountant</td>
<td>Financial Analyst</td>
<td>Data Scientist</td>
<td>Bachelor</td>
<td>23</td>
<td>40</td>
<td>Mixed</td>
<td>0.2 - 0.3</td>
</tr>
<tr>
<td>4</td>
<td>Company D</td>
<td>Artificial Intelligent</td>
<td>Machine Learning Engineer</td>
<td>Data Scientist</td>
<td>Master</td>
<td>24</td>
<td>30</td>
<td>IT</td>
<td>0.3 - 0.4</td>
</tr>
<tr>
<td>5</td>
<td>Company E</td>
<td>Business Analyst</td>
<td>Data Scientist</td>
<td>Accountant</td>
<td>Bachelor</td>
<td>23</td>
<td>26</td>
<td>Business</td>
<td>0.4 - 0.5</td>
</tr>
<tr>
<td>6</td>
<td>Company F</td>
<td>Data Scientist</td>
<td>Business Analyst</td>
<td>Creative Director</td>
<td>Master</td>
<td>24</td>
<td>40</td>
<td>Mixed</td>
<td>0.5 - 0.6</td>
</tr>
<tr>
<td>7</td>
<td>Company G</td>
<td>Artificial Intelligent</td>
<td>Animators</td>
<td>Web Developer</td>
<td>Bachelor</td>
<td>23</td>
<td>26</td>
<td>Mixed</td>
<td>0.6 - 0.7</td>
</tr>
<tr>
<td>8</td>
<td>Company H</td>
<td>Financial Analyst</td>
<td>Fashion Designer</td>
<td>Animators</td>
<td>Bachelor</td>
<td>23</td>
<td>30</td>
<td>Mixed</td>
<td>0.7 - 0.8</td>
</tr>
<tr>
<td>9</td>
<td>Company I</td>
<td>Fashion Designer</td>
<td>Creative Director</td>
<td>Animators</td>
<td>Bachelor</td>
<td>23</td>
<td>25</td>
<td>Design</td>
<td>0.8 - 0.9</td>
</tr>
<tr>
<td>10</td>
<td>Company J</td>
<td>Animators</td>
<td>Artificial Intelligent</td>
<td>Business Analyst</td>
<td>Bachelor</td>
<td>23</td>
<td>30</td>
<td>Design</td>
<td>0.9 - 1.0</td>
</tr>
</tbody>
</table>
The booth will also be given a profile that suits the needs of the NPC to make the NPC move toward the booth. Booth profiles are differentiated and given variations such as “Table 2” so that each NPC can move naturally and not based on existing patterns. The model prepared in the fourth section is intended for the fitness function that PSO and DA will use.

2.2. Trial

The trial phase will implement the model as a fitness function for PSO and DA, giving the same scenario conditions, such as the number of NPCs, booths, and exit and entry directions. In this stage, it is tested to see the movement of NPCs with different algorithms used, how long it takes for each NPC to reach its destination, and how long it takes to reach that goal. PSO developed and developed a coefficient to control velocity.

The following is a formulation that describes the position and velocity of an individual in a particular dimension and space in (1) and (2).

\[ X_i(t) = X_{i1}(t) + X_{i2}(t), \ldots, X_{iN}(t) \]  
\[ V_i(t) = V_{i1}(t) + V_{i2}(t), \ldots, V_{iN}(t) \]  

where,

\( X \): Particle Position  
\( V \): Particle Velocity  
\( i \): Particle Index  
\( t \): t-th iteration  
\( N \): space dimensions

The following is a model that describes the mechanism of movement of individuals [5]

\[ V_i(t) = V_i(t - 1) + c_1 r_1 (P_{best} - X_i(t - 1)) + c_2 r_2 (G_{best} - X_i(t - 1)) \]  

Where,

\( V_i(t) \): Velocity of each individual in each iteration  
\( c_1, c_2 \): Learning factor.  
\( r_1, r_2 \): Random number 0-1.  
\( P_{best} \): The best position of the individual.  
\( G_{best} \): The best position of the population.

Following are some of the properties of PSO which are also found in DA and some of which have been modified to be calculated by the model [7]:

- Separation

\[ S_i = - \sum_{j=1}^{N} X - X_j \]  

Where \( X \) is the individual’s current position, while \( X_j \) is the position of the j-neighbor. The number of neighbors is indicated by \( N \) [7].

- Alignment

\[ A_i = \frac{\sum_{j=1}^{N} V_j}{N} \]  

Where, \( V_j \) denotes the speed of the j-th individual neighbors, and \( N \) is the number of neighbors [7].
• Cohesion

\[ C_i = \frac{\sum_{j=1}^{N} X_j}{N} - X \]  \hspace{1cm} (6)

Where \( X \) denotes the individual's current position and \( X_j \) denotes the position of the j-neighbor individual, and \( N \) is the number of neighbors [7].

• Attraction toward a food source

\[ F_i = X^+ - X \]  \hspace{1cm} (7)

Where \( X \) indicates the individual's current position and \( X^+ \) indicates the position of the food source [7].

• Distraction outward an enemy

\[ E_i = X^- + X \]  \hspace{1cm} (8)

Where \( X \) denotes the individual's current position and \( X^-\) denotes the enemy's position [7].

To improve the position of each individual in exploring and exploiting, DA uses a modification of the PSO step vector as follows:

\[ \Delta X_{t+1} = (sS_i + aA_i + cC_i + fF_i + eE_i) + w\Delta X_t \]  \hspace{1cm} (9)

where:
\( \Delta X \): Vector step
\( s \): separation weight
\( a \): alignment weight
\( c \): cohesion weight
\( f \): food weight
\( e \): enemy weight
\( w \): inertia weight

The truncated step vector will be used for position vector calculations as follows:

\[ X_{t+1} = X_t + \Delta X_{t+1} \]  \hspace{1cm} (10)

To maximize exploration and exploitation with DA, DA uses Lévy flight calculations [8] when individuals have no neighbors. The following is the calculation of the position vector from the Lévy flight:

\[ X_{t+1} = X_t + \text{Lévy} (d) X_{t+1} \]  \hspace{1cm} (11)

The formula calculates Lévy flight:

\[ \text{Lévy} (x) = 0.01 \frac{\tau \sigma}{|x|^\beta} \]  \hspace{1cm} (12)

where \( r_1, r_2 \) are random numbers 0-1, the \( \beta \) constant is 1.5, and \( \sigma \) is calculated by:

\[ \sigma = \left( \frac{\tau(1+\beta)\sin(\frac{\pi\beta}{2})}{\tau(1+\beta)\beta 2^{(\frac{\pi\beta}{2})}} \right)^{\frac{1}{\beta}} \]  \hspace{1cm} (13)
To calculate $\tau$ by:

$$\tau(x) = (x - 1)!$$  \hspace{1cm} (14)

The calculation for each iteration of PSO and GA also has differences at each step. When PSO runs the fitness function for all individuals, the best individual (Gbest) will be selected, and the best movement will be recorded for each individual (Pbest). Meanwhile, DA first calculates each neighbor with the Euclidean distance and updates each individual's neighbors. When an individual alone does not have neighbors, the individual will move randomly to explore, and vice versa. When there is at least one neighbor, the individual will expand the radius of their neighbors to be more convergent.

The fitness function formulation to be used in this study is as follows:

$$d = \sqrt{(x_2 - x_1)^2 - (y_2 - y_1)^2}$$ \hspace{1cm} (15)

$$p = |x_2 - x_1|$$ \hspace{1cm} (16)

$$f(x) = d + p$$ \hspace{1cm} (17)

Equation (15) calculates the distance between each individual and the booths spread over the area, and Equation (16) calculates the profile similarity between individuals and job fair booth profiles as a fitness function used in each iteration of Equation (17). With all the equations and cycles that will be run based on the fixed parameters, a comparison will be made with the PSO.

2.3. Evaluation

The results of the experimental phase will be evaluated to determine which algorithm is most suitable for the scenario used. The suitability of this model is used to see how natural the movement of each NPC that spawns and walks toward each destination is. In the course of the NPC, how long it takes to explore (roam the job fair exhibition) and exploit the destination (stay in the booth) will be measured. This experiment was compared with 30 iterations of 100 populations and the fitness function in Equation (17).

![Fig. 3. Scenario Using Population](image)

Fig. 3 shows a scenario with several populations: the first with 10 populations, the second with 20 populations, the third with 40 populations, and the last 80 populations. With some of the pictures above, it can be seen that the movements of each individual will first polarize to find food and stay away from enemies, then will continue to approach the food closer and closer and reach the food, represented by the fair job booth. For the movement itself, sometimes it still looks a little stiff because the random value given will determine the direction of the vector.
Table 3 The experimental results use the DA algorithm

<table>
<thead>
<tr>
<th>Population</th>
<th>Trial</th>
<th>Time for all agents to reach the target (s)</th>
<th>Average time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>20</td>
<td>18.3</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>25</td>
<td>33</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>2</td>
<td>49</td>
<td>48.3</td>
</tr>
<tr>
<td>40</td>
<td>3</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>1</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>2</td>
<td>52</td>
<td>56</td>
</tr>
<tr>
<td>80</td>
<td>3</td>
<td>61</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 shows the results of calculating how long each individual can reach the goal in the unity program with a waiting time of 1 second. The trials carried out several times gave entirely satisfactory results because it was faster than PSO, but it could only reach one goal and still needed development in further research into multi-objectives so that not only one booth was approached by all fair job attendees.

3. Results and Discussion

Fig. 4 shows when all individuals will move toward the food, namely the fair job booth, by calculating the shortest distance and profile that matches the individual represented as a fair job visitor.

Fig. 5 shows the results of using the PSO algorithm in the Matlab program, and the results show convergence at iteration 70, and on the right is a visualization in the unity program in 2 dimensions or top view.
Fig. 6. The results of the DA algorithm use Matlab and Unity.

Fig. 6 on the left shows the results of processing the fitness function using the Matlab program, and on the right, the visualization results in Unity in the two dimensions seen above. The results show that the success of DA in solving problems faster than PSO in Fig. 3 can be seen from the number of iterations needed to converge. The DA algorithm only requires less than 20 iterations to converge compared to the PSO, which requires 70 iterations.

4. Conclusion

After an experiment comparing PSO with DA, it was found that DA is a more optimal algorithm than PSO and provides a stronger immersive side due to the calculation of neighbors and random movements from Levy’s algorithm. However, this experiment still uses a single objective to achieve the goal, and for further research, it will be made with multi-objectives to determine more than one goal and not crowd into one place. Besides that, it will be implemented with 3-dimensional assets in a virtual environment.
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