Effects of using problem-solving guide and explanatory support in program visualization tool on reducing students’ misconceptions in learning data structure concepts
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1. Introduction

Data Structures and Algorithms (DSA) course is essential in Computer Science (CS) and engineering disciplines. DSA is an advanced level programming course that is mandatory for any CS student. It enables students to develop conceptual, strategic, problem-solving, and analytical thinking skills. To achieve this goal, the subject demands the learner’s possession of a multitude of basic programming skills, such as knowledge of language syntax, program planning, problem solving, and algorithm analysis. However, learning data structures is very challenging and frustrating for novice programmers [1]. Due to its complexity, learning data structures causes students misconceptions [2–7]. Such misconceptions exhibit in using various data structures elements such as pointers [8–10], heap [11–13], recursions [14], [15], and linked lists [15], [16]. Misconceptions in learning DSA are attributed to the abstract nature of the course, high elementary activity, and dynamic nature of the data structures concepts. The consequence of such misconceptions is high failure and dropout rates in computer science education.

The authors in [17] asserts that many misconceptions in learning to program occur because students do not see how program elements are executed inside the computer memory. Nevertheless, most conventional approaches such as lectures that are currently used in teaching programming do not
effectively engage students in dealing with aspects that are hidden within the execution-time world of the notional machine, leading to students misconceptions [18]. Studies have revealed that there exist different types of misconceptions that students tend to hold when learning DSA [1]–[6] [19]. Prior studies have shown that the teaching strategies that engage students towards achieving all four levels of learning programming i.e., syntactic, semantic, schematic, and strategic can help reduce students misconceptions in learning programming [20]. However, most strategies that are used in teaching data structures apply the use algorithm visualizations (AV). Such tools have less engaging features that guides student for successfully learning DSA concepts [21]–[24].

To address this study gap, this study delineates a novel strategy that utilizes a problem-solving guide and supportive explanations within the CeliotM program visualization tool as an attempt to reduce students’ misconceptions in learning data structures among undergraduate students enrolled in the DSA course at the University of Dodoma. To the best of my knowledge, no study so far has examined the impact of using the proposed strategy in teaching DSA course. The remainder of the study is structured as follows: A literature review is presented in Section 2. Section 3 presents the proposed teaching strategy. Study methodology is discussed in section 4. The research findings and discussions are presented in section 5. The conclusion is presented in section 6.

1.1. Misconceptions in Learning programming

The authors in [25] define the term “misconception” as an incorrect understanding of a concept or a set of concepts that leads to mistakes in writing or reading programs. According to [26], misconceptions occur when a programmer commits an error on a programming task. Misconceptions in learning programming dominate when the students lack syntactic, schematic, strategic, and conceptual knowledge [20], [27]. Syntactic knowledge is concerned with specific facts regarding a programming language and deals with the rules governing its use [4]. It just focuses on the program that will compile, not necessarily that it will provide a valid and viable solution to the problem [27]. A student who fails to use the correct syntax when writing a program is said to commit syntax errors. An example of a syntax error is a reference to undeclared variables, that is, writing cin>>x; without int x in C++. Schematic knowledge is defined as one’s ability to recognize patterns in codes developed for previous problems, also known as programming plans, and apply them to form a solution for the current problem [20].

A student who fails to identify which method or what constructs to use to solve a given problem is said to commit schematic error. An example of a schematic error is using ‘for loop’ instead of nested for loop or using while loop instead of for loop. Strategic knowledge is defined as one’s ability to solve programming problems that are more complex and beyond those that have been encountered before [20]. More specifically, strategic knowledge of programming refers to expert-level knowledge about planning, writing, and debugging programs for solving novel problems using syntactic and conceptual knowledge [27]. A student who fails to interpret the problem or question that he or she has been asked to solve is said to commit strategic errors. A strategic errors occurs when a programmer fails to include certain program component, e.g., the absence of a ‘for loop’ when this is an explicit requirement of the question/problem to be solved.

1.2. Causes of the misconceptions in Learning DSA course

DSA is reported as one of the most difficult curse to learn in CS education. Unlike introductory programming, the understanding of DSA depends on the learner’s possession of a multitude of basic programming skills such as knowledge of problem-solving approach, program-planning, and syntax skills [28]. According to [28], due to the task complexity, there is a diverse range of misconceptions in learning data structures. For example, there are some misconceptions that students commit when trying to understand how different algorithms work [29] misconceptions on how to use such algorithms to manipulate data structures within the program [30] misconceptions in planning for a solution, and problems in debugging and tracing [28]. There are also misconceptions in understanding some of the fundamental programming concepts, such as nested loops, recursion, and linked lists, which are sources of difficulty [1]. There are also misconceptions in implementing pointers [10], recursion [15], [31], [32], linked lists, and heaps [33]. The misconceptions in learning DSA exist during the entire learning period, and they manifest themselves in the syntax, semantic, schematic, and strategic domains.

The difficulty of understanding the dynamic nature of algorithm states is another cause of a high misconception [30], [34]. Such difficulty relies on the algorithm itself which is derived from the
dynamic step-by-step processes [34]. A dynamic view of a program brings together program codes, the state of the program, and the process that changes it, as well as the computer on which the program runs [if not the actual hardware, at least a notional machine [35]. Studies have also found that students who learn DSA have misconceptions in planning solutions. Even if they can plan, they end up developing an abstract plan that does not solve a given problem [28], [36]. Some students cannot form a plan from scratch; they try to wrongly use previously used plans to solve new problems. The authors in [37] claim that when learning programming, inexperienced programmers without strategic knowledge occasionally produce code that functions as intended in certain common but not all circumstances. In some circumstances, novices may become disoriented or completely fail to recognize where to begin. Some students could attempt to plan a potential course of action, but crucial components or interactions might be missed.

1.3. Empirical studies on students’ misconceptions in learning DSA

Several studies have examined misconceptions in learning DSA. Some of these studies are those of [38]–[40], and [33]. The authors in [39] conducted the study to determine misconceptions held by students related to heaps and binary search trees. They found that some students showed passive knowledge of the formal definition of a heap. They failed to differentiate heaps with binary search trees. The authors in [40] also conducted the survey to examine students perceived level of difficulty in learning CS2 at West Coast University, USA. They found that students tend to confuse DSA concepts, even if they can conceptually state them, but in reality they can implement the same thing differently. Some students also have difficulties comprehending how some algorithms, such as merge sort and quick sort, work [40]. The author in [38] examined the types of errors mostly committed by students whom they called "advanced novice programmers".

Their studies focused on nested loops, arrays, and recursion. They found that even after being taught in the classes, such students fail to understand basic constructs such as nested loops and recursions, which they have studied in previous classes [38]. Also, [33] examined students' procedural comprehension of particular linked list operation for 249 students who were enrolled in Java CS2 course. Students performance results were as follows: 16% of those students failed to update the tail pointer, 12% incorrectly attached the new node, and 10% needlessly looped through the list to find the tail when asked to add a node to the end of a list. Additionally, they discovered that some students were misinformed about double-linked lists and thought that a double-linked list could be simultaneously searched in both directions.

Most students relied mainly on memorization of data structures principles and lacked the practical skills necessary to apply plan and implement the data structures programs. Studies show that teaching programming using program visualization (PV) tools that actively engage learners help reduce student’s misconceptions in learning to program and hence improves students programing comprehension [41]–[46].

1.4. Visualization in learning programming

Visualization are concrete models that are used in various discipline mostly in science and engineering fields. They are used to provide a clear visual metaphor for explaining conception or operations that are taking place behind the “scene” from the viewers’ point of views eye. More specifically, visualization are used to make visible actions that are taking place in the invisible world. In Computer science such visualizations are categorized as AV and PV. Both AV and PV tools have been used in teaching and learning programming. But they differ in terms of scope, design and use. According Bergin et al., [46]. PV tools focus on the graphical representation of an executing program and its data. In PVs, data, code and events of interest are visualized at the low level of abstraction. AVs on other hand show operations fundamental to an algorithm, as opposed to just code and data. Despite the significant differences between program and algorithm animation systems, both cases, each tool is being used to visualize the dynamic execution of a static description [46].

In early days of computer science education PVs were used to teach introductory programming concepts, while algorithm AVs were mainly used to teach data structures. However, studies have shown that the use of AVs for teaching DSA is not pedagogically effective since such teaching strategy has put much emphasis on conceptual knowledge [22], [47], with less emphasis on strategic, syntactic and schematic skills, resulting in student’s misconceptions and frustrations in writing programs [22], [48], [49]. For that matter, recent studies have recommended the use of PV tools instead of just AVs as a strategy to help students effectively understand the DSA course [22]. To ensure that PV help
students clearly understand data structure concepts earlier studies have recommended the designed PV tools to ensure that (i) they provide resources that help learners interpret the graphical representation, (ii) Provides supportive explanation that will help map a visualization to the underlying algorithm it is designed to represent (iii) Ensure that learners are provided dynamic feedback on their activities rather static ones (iv) Complement visualizations with explanations for better understanding [43], [46], [47]. This study aimed at examining the effects of using problem-solving guide and explanatory support within PV tool on reducing students’ misconceptions in learning data structure concepts.

2. The Teaching Strategy

The proposed teaching strategy employs the use CeliotM PV tool [10]. CeliotM is a PV tool designed to help new programmers learn and understand data structures in C++ [10]. The tool functions as a compiler, AV, and PV. In contrast to pure animation software, CeliotM offers a comprehensive learning and programming environment, making it more enjoyable and suitable for novice programmers. In this section, we briefly describe three learners’ engagement features in CeliotM that played crucial roles in this study. Such features are (i) problem solving guide, (ii) an informative error message support, (iii) system generated and user’s defined explanations, and (iv) memory address explanations.

2.1. Problem-solving guide

Research reveals that novices cannot solve problems well unless they are well guided. However, according to [52], guiding students on how to effectively program has always been ignored by many instructors. In order to help students understand programming problems, interpret them, and implement problem solutions correctly, prior to attempting any programming problem, CeliotM provides a general guide for solving the problem-based exercises. Thus, the framework guides the instructors on how students should deal with programming questions or problems. The feature prompts automatically when the exercise feature of the tool is opened. Each instructor and student were supposed to use this framework. Fig. 1 shows a snapshot of the CeliotM with guidelines for solving programming problems.

![Fig. 1. Problem solving guide](image)

Fig. 1. Problem solving guide

Fig. 2 shows the general instructions for problem-solving questions.
General instructions for problem-solving questions

Before you work on problem-based questions, we advise you to read the following guidelines for effectiveness:

1. Read the question carefully. Make sure you understand clearly what the question is all about.
2. Plan for your solution, that is, identify clearly what the possible input, processing, and output will be.
3. Ask yourself, what data will be inputted into the program? (*int*, *string*, *float*, etc.)
4. During processing, identify all the necessary steps that will be required to process, compute the solution, or produce output. Ask yourself: What is the algorithm required to operate on the input to produce the desired output? What calculations are needed? Do any validation checks need to be applied to the input data to ensure that it is acceptable? Do any totals or counters need to be accumulated? etc.
5. At the output stage, the questions that the programmer has to ask himself are such as: What are the structures, content, and format of the required output? Is the data to be printed, displayed on a screen, or written to secondary storage? etc.
6. Identify the appropriate constructs (such as for loop, if, array, pointer, etc.) to be used in a given problem.
7. Adhere to the programming syntax and semantic rules.
8. Include all necessary header files and libraries (if any) that will be used in the program.
9. Test your program for both syntax, semantic, and logical errors.
10. Document your program. Include static comments and dynamic comments (user explanations for CeliotM) if required.
11. By using the C++ compiler, compile any program the written program.
12. Using visualization to compile and visualize the program.

According to the above guide, students were supposed to follow this guide when attempting to solve a problem. For example, given the question: Write a program that prompts users to write their first name, middle name, last name, age, and salary, and then returns the output in the ascending order of the salary. Given the problem that demands the use of data structures and algorithms, the students were guided step by step by using this guide.

They were guided on how to interpret the question, prepare the algorithm and pseudocode, and then write the code, run the animation where necessary to get a full view of the programming logic, and debug the program. It was hypothesized that a student who uses problem-solving guidance along with supportive explanations in CeliotM will improve his or her programming writing skills and hence commit fewer errors in learning DSA courses.

2.2. Informative error message support

Unclear messages that the compiler provides to the users are sources of confusion for many novice programmers [53], [54]. CeliotM has managed to address this problem by introducing an informative error message. The informative error message feature enables users to automatically identify the line where a syntactical or semantic error has occurred. Fig. 3 illustrates how CeliotM clearly shows a syntax error at line 19, which has resulted after compiling the program with a missing semicolon (;) at the end of the code statement.

The message in the error panel reads: *Syntax error, at line 19, column 1, and a semicolon is missing in the return statement.* Thus, unlike the traditional compiler, which returns several error messages for just one syntax error, this feature reports just one error, while indicating the exact location where an error has occurred.
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Fig. 3. The informative error message in CeliotM (Syntax error message)

Fig. 4. The informative error message in CeliotM (Semantic error message)

It was expected that the provision of informative error messages in CeliotM would help build students' syntactic and semantic knowledge and enhance students' debugging skills.

2.3. System and user-defined explanations

Lack of conceptual understanding of how the program executes remains the biggest challenge for novices. It also leads to the inability of the students to imagine what happens when lines of code execute, thus affecting their ability to write correct programs. For this reason, the system and user-defined explanation features were provided within CeliotM. By using this feature, learners can visually see and interpret what happens when the program is executed. While system explanations are automatically generated by the system, user-defined explanations are user-generated. Thus, in this tool, when the system-defined explanation button is turned on, the learner can actively see and learn what is going on when each construct in the code is executed. Fig. 4 shows a system explanation…
describing when variable assignment operations occur during program execution. As shown in Fig. 5, when line 14 is executed by the machine, a message "(int) 10 is assigned to a variable of type int" will appear to help the user actively understand the program execution.

Fig. 5. System defined explanation.

Fig. 6 shows CeliotM with the user-defined explanation feature enabled. A user-defined explanation feature allows the user to write comments to explain what the code does. In this example, the instructor has written a comment on line 14 of the program that states that: "This line declares the array object that can store five integers". This comment is not visible in the code view but will appear in the animation view when line 14 is executed. Through the use of such explanatory features, a learner is helped to map and interpret how a given program statement or algorithm executes in the notional machine.

Fig. 6. User-defined explanation

It was hypothesized that including the system and use-defined explanation inside the tool and allowing instructors to apply such features when teaching the students would help increase students schematic and strategic skills in learning data structures, and hence reduce students misconceptions in planning and writing programs.
2.4. Memory address explanation

The function of memory addressing is to find the definite memory location that is used when the program is executed in the computer. This feature is an integral part of all pointer operations performed in any C++ program. Without it, pointer operations are not possible. Fig. 7 shows that apart from viewing state changes and algorithm execution, CeliotM enable users to view both memory occupied as well as address. It is expected the student who view dynamically how memory address are assigned and referenced will clearly understand the logic behind the working behind pointers, linked list and other data structures operation that involve manipulation of memory address.

![Memory address explanation](image)

2.5. Support of Data Structures Visualization

CeliotM supports all linear data structures such as linked lists, queues, and stacks. Fig. 8 shows the simple C++ linked list structure program. The source code view contains the source codes, while the animation view supports animations. The source code may also be compiled using the C++ compiler.

![Simple linked program before animation in CeliotM](image)
Fig. 9 shows the animation of the simple linked list program at the instance when line 14 is executed.

By using the tool, a user can view how the linked list works step by step, from node creation to node update, insertion, and deletion. The tool displays how the memory space is utilized and variable addresses are assigned in computer memory during program execution, thus helping the learner understand clearly how the pointer works in a linked list program. The tool shows the animation of a simple linked list program. It visually displays the entire execution cycle, starting from how data is input to the data fields of nodes a and b, how the memory address of node b is assigned to the next field, how node a is assigned to the next field, and how node a is set to NULL. Fig. 10 shows the final program animation state when the linked list program is fully executed.

Fig. 10. Final program animation state in CeliotM

Through the use of CeliotM learners were able to plan, write, compile, visualize and debug various data structures concepts. The inclusion of exercises and examples in the CeliotM was expected to help minimize misconceptions in learning data structures, hence, improve students’ programming comprehension.
3. Method

3.1. Study objective

The aim of this study was therefore to test if the use of CeliotM along with a problem-solving guide, an informative error message, a system, and user-defined explanations would reduce students’ misconceptions (syntax, semantic, schematic, and strategic errors) and hence improve students’ comprehension in learning data structure concepts compared to the traditional lecture method.

3.2. Research design

In this study, an experiment-research design was used. The experiment was conducted at the College of Informatics and Virtual Education of the University of Dodoma, in 2019. The experiment was set up as a single factor, with a number of errors the students made when coding programs as the dependent variable. The two independent variables were (i) teaching and learning data structures using a conventional approach; and (ii) teaching and learning data structures using a conventional lecture method combined with the CeliotM framework. The number of error committed by students in writing computer program was a dependent variable. The dependent variable was measured by counting the frequencies of each error committed by students and computing the average of its occurrence.

3.3. Participants

The target population was the undergraduate students studying DSA course at the College of Informatics and Virtual Education of the University of Dodoma. A total of eighty-three (83) students’ examination CS 122 scripts served as the sample for the experiment. These scripts were chosen at random from the 2017/2018 and 2018/2019 exam scripts. A total of 43 exam scripts drawn at random from 972 exam script of 2019/2020 academic year constituted the experimental group, while the 40 scripts drawn at random from 894 exam scripts of academic year 2017/2018 constituted the control group. The proposed strategy together with lecture method was used to teach the students the CS 122 course during the second semester of the academic year 2019/2020 (the experimental group), while the traditional lecture method was used to teach the same course to the students in the academic year 2017/2018 (control group). Arrays, structures, pointers, linked lists, queues, stacks, trees, graphs, sorting algorithms, and searching algorithmic forms were all covered in the course syllabus. The course took 52 hours to complete, of which 26 were spent in lectures and 26 in labs. All of these students received the same instruction from the same instructors and were evaluated using the same evaluation standards.

3.4. Hypotheses to be validated

To validate if using a problem-solving guide and explanatory support in a PV tool would help reduce students’ misconceptions in learning data structure concepts and hence improve students’ comprehension of the learning data structure course compared to the traditional lecture method or not, the following conjectures were formulated: (i) The null hypothesis, which states that the mean number of errors committed by students from the two groups is equal: Hp0): μcontrol = μexperimental, implying that there is no statistical difference in the number of errors committed between the two groups.(ii). The alternative hypothesis states that the mean number of errors committed by students from all groups is not equal μcontrol ≠ μexperimental, implying that there exists a significant statistical difference in the number of errors committed between the two groups. In this study, it was predicted that students who were instructed data structures using CeliotM (the experimental group) would commit fewer errors compared to the conventional lecture method (the control group).

3.5. Tools and Materials

The tools used were Borland C++ Compiler V.5.5 and CeliotM, while the materials used were examination scripts, an error protocol, a C++ textbook, and a user manual. All practical work and demonstrations involved lectures with visualizations. The manual covered the topics of arrays, structures, pointers, linked lists, queues, stacks, trees, graphs, sorting algorithms, and searching algorithms.

3.6. Error protocol

In order to create an error protocol, it was necessary to review the typical programming mistakes, issues, and misunderstandings that novice programmers consistently commit when learning data structures [33], [38], [55]–[58]. Based on the early studies of [59] and [20].The protocol was
divided into seventeen (17) sorts of mistakes (misconceptions), which were then grouped into four categories of syntactic, semantic, schematic, and strategic errors.

3.7. Examinations settings and marking

The CS122 exams were created by instructors who taught the same course from 2017/2019. The examination panels designed the tests and the grading criteria. The exam and marking scheme were subsequently examined by external examiners to make sure they complied with both the curriculum and examination criteria. The same group of examiners marked the test scripts. When the findings were complete and available, the researchers randomly chose 43 examination scripts from the 2018/2019 scripts and compared them to 40 examination scripts from the 2017/2018 scripts. For the sake of the study, only errors committed in linked-list and quick-sort questions were examined in both the 2017/2018 and 2018/2019 exams. The questions tested the same level of programming cognition. The students’ performance between the experimental and control groups was then considered for analysis.

3.8. Procedure

The study was carried out using lectures, tutorials, and laboratory work. Each week comprised 8 hours of teaching divided into 4 hours of lectures, 2 hours of tutorials, and 2 hours of laboratory sessions. The students were allowed to practice for 4 hours per week, that is, 2 hours of tutorials and 2 hours of supervised lab sessions. All students in the study. For each question provided, students were guided as directed by the problem solving guide. From defining the problem, determining the algorithm, write the program, visualizing, debugging. Each program was written in CeliotM editor. The students were writing codes and visualizing them step by step, observing both animation and explanations per week. Students and visualized different programs and examine how program execution take place, debug and trace the program. After learning these topics for 52 weeks, students took the end-of-semester examination to verify if the use of the proposed approach had a positive impact on their cognition. After the end-of-semester examinations, the data pertaining to final examination performance was collected for analysis. The number of errors committed by the students in the experimental group was compared with those committed by the control group. The comparison of the errors was done by comparing the four most common errors that novices commit as defined by [59] and [20].

3.9. Data Analysis

The study employed quantitative data analysis methods. An independent t-test was used to determine if there exists a significant difference in the mean number of errors committed by students between the two groups. Descriptive statistics (percentages) was used to compare the number of errors committed between control and experimental group. The results of the study were presented using tables and figures.

4. Results and Discussion

Table 1 shows that the experimental group made an average of 11.41 errors, whereas the control group made an average of 36.65% errors, with standard deviations of 5.767 and 10.295, respectively. The results from the independent samples’ test in Table 2 show that the significance value (p) is 0.0001. Since the p-value of 0.000 is less than 0.05, the alternative hypothesis is accepted, and hence there is a significant difference, as observed in the mean CS122 performance, between the number of errors committed between the control and the experimental groups. This implies that the number of errors committed by the students in the academic year 2019–2020 for the CS 122 examination (when the CeliotM framework was used) was less than those committed by students in 2017–2018 (when the traditional approach was used).

<table>
<thead>
<tr>
<th>Treatment</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>17</td>
<td>36.65</td>
<td>10.295</td>
<td>2.497</td>
</tr>
<tr>
<td>Experimental</td>
<td>17</td>
<td>11.41</td>
<td>5.767</td>
<td>1.399</td>
</tr>
</tbody>
</table>

Table 1 Descriptive Statistics for errors committed between control and experimental group
These results confirm the hypothesis that students who used the CeliotM framework to learn data structures improved their comprehension as compared to those who used the conventional lecture method. As shown in Table 3, the total number of syntax, strategic, semantic, and schematic errors made in the academic year 2017-2018 was 363 (in the control group), while those made in 2017/2019 (in the experimental group) were 207. Table 3 also shows the percentage of errors reduced after using the CeliotM framework as follows: Semantic errors (75.0%), strategic errors (72.2%), schematic errors (7.3%), and syntax errors (67.2%). This implies that the use of the CeliotM framework was more helpful in reducing students' misconceptions when learning data structures as compared to the traditional method.

Table 3 compares the total number of errors committed by the experimental group (2018/2019) versus those committed by the students in the control group (2017/2018). As shown in Table 4, the number of errors committed decreased after using CeliotM. The strategic error decreased by 72.2%, while the semantic error decreased by 75.0%. This implies that the students who used CeliotM experienced fewer misconceptions and hence deeply comprehended the data structures as compared to those in the traditional approach (2017/2018). The types of misconceptions that were committed with a frequency above 59% in linked were those related to failure to correctly update the head pointer, failing to update the next pointer, not handling an empty list properly, forgetting to update the list size, and mixing node references or data types. For the case of the merge sort, the following misconceptions were committed with a frequency up to 55%: failure to formulate the correct base case for recursion, not passing the correct array size, not updating indices properly, wrongly calculating the middle element calculation, and mixing up the order of recursive calls. These results concur with previous studies that learning data structure concepts is difficult, and thus the majority of the students who learn data structures commit misconceptions in learning the course [33], [60].

The authors in [20] and contend that novice programmers usually commit four types of programming errors as they try to learn to program: failure to interpret the problem or question that they have been asked to solve (strategic errors); failure to identify which method or what constructs
to use to solve a given problem (schematic); failure to determine the contribution of that programming construct to the solution (i.e., inability to know how the compiler interprets the code); and failure to follow the programming language rules (syntax or compiler errors). Therefore, novices require support at all four levels of programming, across program and problem formulation. Findings from this study have shown that the use of the CeliotM framework has managed to improve all types of errors. These results support previous studies that show that as you extend the capabilities of the learning tool to engage them, learners’ cognitive resources become fully utilized, thus improving programming comprehension [61]. In general, the inclusion of new learner engagement features in CeliotM helped to enhance the comprehension of data structures and hence minimize learners’ misconceptions in learning the data structure course.

5. Conclusion
This study aimed at examining the impact of using CeliotM on reducing students’ misconceptions about data structures. More specifically, the study examined the effect of using a CeliotM learning environment on reducing syntax, semantic, schematic, and strategic errors. The tool’s system- and user-defined explanations, informative error messages, and problem-solving guides all make the framework more engaging. The CeliotM integrated working environment makes it work as a compiler, visualizer, and practice working platform. The impact of using the CeliotM has been evaluated through experiments. Results from the experiment have shown that the use of this framework has significantly reduced students’ misconceptions about learning data structures and hence improved programming comprehension. The positive results revealed in this study promise that further improvement, if done within this framework, can bring better results. Currently, the platform supports only text narration. Future research should consider transforming systems and user-defined text emanations into audio to enhance the understanding ability of animations. The tool also currently supports the C++ language. Extending it to support Python and C programming languages could be done to extend the applicability of the platform. The errors protocol used focused on the four main categories of errors; future studies should consider extending the range of errors protocols to include a wide range that is more specific when implementing data structures such as tree, graphs, and heaps.
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