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1. Introduction  

The Sars-Cov-2 virus was first reported in the Wuhan city, China to be the cause of the Covid-19 
pandemic to date. The COVID-19 pandemic has led to predictions that it will last a long time so that 
it presents a new order of life or a new normal [1]. All areas of life are affected by this pandemic so 
humans must be able to adapt. Human mobility is a very interesting aspect to discuss because it has a 
role in improving important aspects of life. The Covid-19 pandemic has made problem to it had a 
major impact on the speed of transmission of the Covid-19 virus [2].  

In Fig. 1, it is recorded that positive confirmed cases worldwide as of November 17, 2021 have 
increased and are predicted to increase in the third wave [3]. This increase in confirmed cases is due 
to one of the factors of human mobility which has increased again in line with the implementation of 
the vaccine program. Denpasar City has the potential for high human mobility because it is the 
provincial capital and has a variety of cultural activities. Data from the Indonesian Ministry of Health 
as of October 14, 2021 with a positive case rate of 2.41/100.000 population/week, shows that the 
COVID-19 virus is experiencing a downward trend. However, based on the data, the tracing rate in 
Denpasar City is quite limited with a tracing ratio of 3.88/week. Several obstacles have caused the 
tracing ratio to be included in a limited category, one of which is because the public is still not open 
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 Denpasar City has a high potential for community mobility, this is supported by 
many public facilities. High and highly volatile human mobility causes the 
transmission of the COVID-19 virus to spread very quickly, so forecasting is 
needed to find out a picture of future community mobility using data mining 
techniques. Data mining is the process of solving problems by analyzing data 
that already exists in the database. Denpasar City community mobility data for 
the period September 1, 2021 – October 31, 2021 show that most of the high 
mobility is in the junior high school sector. The Long Short-Term Memory 
method was chosen as a method that can assist in forecasting community 
mobility. Long Short-Term Memory has the advantage of dealing with missing 
gradient problems and can be used on all types of data patterns, whether trend, 
cyclical, seasonal, or horizontal patterns. Hyperparameter tests were carried out 
including LSTM_units representing the number of Long Short-Term Memory 
units in each layer, Dropout, and Optimizer to obtain the optimal prediction 
method. this combination yields a total of 45 methods. The best hyperparameter 
obtained is at LSTM_units of 128, Dropout of 0.1, and Optimizer is Adam. The 
results obtained with this hyperparameter are the Root Mean Square Error 
(RMSE) value of 971,438687. This method results in forecasting the mobility of 
the people of Denpasar City from November 1, 2021 to November 7, 2021, 
reaching 9.550 total checkins which is close to the actual value of 10.219.  
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to providing close contact information and the emergence of negative stigma in the community 
regarding COVID-19 [4]. 

 
Fig. 1. Covid-19 cases 

The Ideathon Bali Kembali Research conducted by ITB STIKOM Bali in collaboration with PT. 
Bamboo Media offers an application called SpeedID that was able to assist the tracing and tracking of 
public mobility. This system or application helps the community by scanning the qrcode that is 
available at public facilities. The data recorded to the database are form of place, time, name, telephone 
number and email information. The use of applications for a long period of time certainly results in 
big data [5]. Big data that has been collected basically has not been able to directly produce any 
information or knowledge. Science is developing rapidly, so is data. Currently data can become Big 
Data because it has a very large volume of data and has the potential to become even bigger over time. 
Data science can refer to the interdisciplinary science between statistics and technology by producing 
the ultimate goal of extracting or obtaining new information and insights from the data. Exploratory 
Data Analysis has a very important role to analyze, expose hidden information, identify anomalies in 
datasets [5]–[8]. 

Forecasting human mobility is an interesting discussion because mobility fluctuates rapidly [9], 
causing the transmission of the COVID-19 virus to be very fast. But on the other hand, with mobility, 
humans are able to maintain and improve their survival. One of the artificial neural network models 
that has the ability to predict or predict patterns of data types is Long-Short Term Memory (LSTM). 
LSTM is a development of the Recurrent Neural Network (RNN) model [10], [11]. LSTM has the 
advantage of RNN because it is able to overcome the vanishing gradient problem [12]. Research [13] 
focuses on the application of the LSTM model to forecast sales. The results of this study noted that 
the LSTM model proved to be better than the ARIMA, KNN, SVM and RNN models with the model 
evaluation using the Root Mean Square Error (RMSE) of 2595.96. Research [14] compared the 
accuracy of the LSTM and Gated Recurrent Unit (GRU) models to predict truck traffic flows. This 
study notes that both LSTM and GRU in general have very good performance in predicting truck 
traffic. But the GRU model in particular has higher accuracy than the LSTM model in the peak period. 
On the other hand, the LSTM model is able to predict better with a Mean Absolute Percentage Error 
(MAPE) value of 4.1% which is smaller than the GRU model. Based on the explanation above, the 
differences in research are data that fluctuates and adapts to the mobility conditions of the people of 
Denpasar City and the stages of data mining using the CRISP-DM method. Researchers conducted 
this study to analyze and predict the mobility of the people of Denpasar City using the Long Short-
Term Memory (LSTM) method. 

2. Method 

2.1. Material Research 

2.1.1. Long Short-Term Memory (LSTM) 

LSTM was first introduced to the public in 1997 by Hochreiter and Schmidhuber. LSTM is a 
development of the Recurrent Neural Network (RNN) architecture because RNN cannot process long-
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term sequential data, causing missing gradients when using the backpopagation algorithm [15]–[17] 
as can see in Fig. 2. 

 
Fig. 2. RNN Architecture 

LSTM has two functions, sigmoid and tanh activation functions. Not only that, LSTM has memory 
cells and gates which are divided into three namely forget gates, input gates, and output gates. Fig. 3 
is an illustration of the LSTM method or architecture. 

 
Fig. 3. LSTM architecture 

Fig. 4 illustrates that one LSTM unit has 4 gates, namely forget gates, cell state, input gates, and 
output gates. The division of the 4 gates represents several gates tasks, namely Forget Gates is able to 
choose information that will or will not be used in the next process. Input gates represent new 
information used in the cell state. Memory block or called cell state has a function to store information 
in the t-1 period process and will be used in the t-period process [18]. Output gates will process the 
value generated from the entire process of 1 LSTM unit. The gates in the LSTM are processed with 
the sigmoid activation function so as to produce a value with a range of [0,1]. A value close to 0 
represents that the value is not used while a value close to 1 will be used in the next process. The 
LSTM equation is as follows [19]. 

𝑓𝑡 =  𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)   () 

𝑖𝑡 =  𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑖)   () 

𝑜𝑡 =  𝜎(𝑊𝑜. [ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑜)   () 

Where 𝑓
𝑡
, 𝑖𝑡, 𝑜𝑡 are Forget Gates, Input Gates, and Output Gates. 𝜎 is the sigmoid activation 

function, 𝑊 is the weight of each gate, ℎ𝑡−1 previous output in period 𝑡 − 1, 𝑥𝑡 is the input value in 

the t period and 𝑏 represents the value of the bias at each gate. The equation for the new candidate cell 
state, cell state, and final output value is as follows [19]: 

𝐶𝑡̅  =  𝑡𝑎𝑛ℎ(𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑐)   () 

𝐶𝑡 =  𝑓𝑡 ∗  𝐶𝑡−1 +  𝑖𝑡  ∗  𝐶𝑡̅   () 

ℎ𝑡 =  𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ (𝐶𝑡)   () 
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Where 𝐶𝑡−1 dan  𝐶𝑡 represents the cell state value in the 𝑡 − 1 period, the cell state in the 𝑡 − 𝑡ℎ 
period or a memory block [19]. 

2.1.2. Normalization and Denormalization 

Normalization is the process of changing the actual data into a range [0,1]. The purpose of 
normalization is to reduce errors and avoid data anomalies. One of the normalization techniques 
commonly used is min-max scaling. The min-max scaling technique aims to overcome the large 
difference in the actual data values. This technique will change the actual data value to a value with 
range [0,1] without changing the information available in the dataset. The equation or formula for this 
technique is as follow [20]. 

𝑋′ =  
(𝑥− 𝑋𝑚𝑖𝑛)

(𝑋𝑚𝑎𝑥− 𝑋𝑚𝑖𝑛)
   () 

Data denormalization is the process of changing or returning normalized data into actual data. The 
purpose of data denormalization is to facilitate understanding of the data so that when comparing it 
with actual data it can be done easily. Denormalization of data with range [0,1] can be expressed in 
the following equation or formula [21]. 

𝑋𝑡 = 𝑥(𝑋𝑚𝑎𝑥  −  𝑋𝑚𝑖𝑛)  + 𝑋𝑚𝑖𝑛   () 

2.1.3. Root Mean Square Error 

Is a technique to measure error in a method when predicting or forecasting quantitative data. RMSE 
is able to overcome the unwanted use of absolute values in calculations. RMSE can be briefly 
explained as the difference between the total actual data minus the predicted data then squared and 
divided by the number of forecasting times. After that the value obtained will be rooted. The RMSE 
equation or formula is as follows [22]. 

𝑅𝑀𝑆𝐸 =  √
∑ (𝑌𝑡 − 𝑌̅𝑡)2𝑛

𝑡=1

𝑛
   () 

Some of the advantages of RMSE include: Sensitive to data ranges, so RMSE results are more 
accurate in assessing prediction errors. It is better to use it to compare errors in several methods used. 

2.2. Method Research 

Based on the Cross Industry Process for Data Mining (CRISP-DM) approach created by Daimler 
Chrysler in 1996, it has 6 stages of the process, namely (i) Business Understanding, (ii) Data 
Understanding, (iii) Data Preparation, (iv) Modeling, (v) Evaluation, and (vi) Deployment. The 
CRISP-DM method has been used in several studies [23]–[26]. The methodology implemented in this 
study can be seen in Fig. 4 [24]. 

 
Fig. 4. CRISP-DM 
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2.2.1. Business Understanding 

The purpose of this study is to analyze and predict the mobility of the people of Denpasar City for 
the next 7 days (1 November – 7 November 2021). The limitation in this study is that there are no 
sources outside the data source as attributes that can affect the data mining process such as rush hour. 

2.2.2. Data Understanding 

Data was obtained from the collaboration between ITB Stikom Bali and PT. Bamboo Media in 
Ideathon Bali Kembali Research with the title “Sistem Tracing dan Tracking Mobilitas Publik 
Berbasis QRCode dan Big Data, Untuk Mendukung Pembukaan Pariwisata Bali”. The data collected 
is checkin area data for the period September 1, 2021 to October 31, 2021. The data that has been 
collected will be preprocessed and visualized so that the information you have can be conveyed. 

2.2.3. Data Preparation 

At this stage, the first thing to do is normalize the data to avoid data anomalies. Next, divide the 
data into 2, train data and test data with a proportion of 90%: 10%. The final step is to reconstruct the 
data so as to produce sub-sequential data using sliding windows (time steps). 

2.2.4. Modelling 

This stage is divided into 4 processes, namely: first, initiating early stopping to avoid overfitting. 
Next, initiate max epochs and batch sizes. After this it initiates a hyperparamter consisting of 
LSTM_units which represents the number of LSTM units, Dropouts, and optimizers to be combined 
into several different methods. Finally, train the training data with a combination of hyperparameters 

2.2.5. Evaluation 

Consists of several stages, namely, testing the results of the training method on the data testing. 
Denormalize data to return the actual range of data. Evaluation of the prediction results of testing data 
with Root Mean Square Error (RMSE). Choose the best method with the smallest RMSE value (close 
to 0) to be used in the next stage. 

2.2.6. Deployment 

At this stage the process carried out is to forecast the mobility of the people of Denpasar City for 
the next 7 days outside the dataset owned. 

3. Results and Discussion 

Forecasting the mobility of the people of Denpasar City with the LSTM method is one of the uses 
of information technology that is able to predict the amount of mobility of the people of Denpasar 
City in the specified period and can provide information to assist the government in determining 
policies that involve community or organizational mobility and event activities in regulating the 
number of in and out which takes into account the scale of community mobility. 

3.1. Business Understanding 

The purpose of this study is to analyze and predict the mobility of the people of Denpasar City for 
the next 7 days. The limitation in this study is that there are no sources outside the data source as 
attributes that can affect the data mining process such as rush hour. The programming language used 
is Python using the LSTM method which is available in the KERAT framework. 

3.2. Data Understanding 

At this stage the researcher collects research data through the web admin and then it is recorded 
and stored in a file with the extension Comma Separated Value (CSV). The period of recorded data is 
from September 1 to October 31, 2021. Several libraries used in this study are Pandas, NumPy, Scit-
Learn, and Tensorflow. The data that has been acquired has a total of 147 rows and 63 columns. Data 
is preprocessed by changing data types, melt data, delete empty data. After preprocessing, the highest 
mobility case is obtained as can see in Fig. 5. 
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Fig. 5. Top 10 community mobility 

The information obtained is that the level of mobility or scan mostly occurs in junior high schools. 
This is because Denpasar City in October 2021 has held limited face-to-face meetings (PTM). 
Information that can be sought again is how the mobility pattern of Denpasar City during that period 
was as can see in Fig. 6. 

 
Fig. 6. Denpasar City Community Mobility Pattern 

The results of the visualization above illustrate that the mobility of the people of Denpasar City in 
September tends to be lower than in October. This is in accordance with the conditions in September, 
that the city of Denpasar had not held a limited face-to-face meeting (PTM) so that the month of 
October had a fairly high mobility due to the implementation of the PTM [27]. In October, community 
mobility tends to increase and experiences a fairly high pattern of ups and downs. 

3.3. Data Preparation 

3.3.1. Data Normalization 

The data on the mobility of the people of Denpasar City that has been collected has a large range 
as can see in Fig. 7. 

 
Fig. 7. Descriptive Statistics of Community Mobility in Denpasar 
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The average daily data reaches 653 checkins with a fairly large standard deviation of 895. The 
standard deviation value is influenced by the data range from a minimum value of 0 to a maximum 
value of 2842. To avoid data anomalies in the LSTM method training process, the data is normalized 
with Equation 7 and produces the following values as can see in Table. 1. 

Table.1 Data Normalization Results 

Date Amount Scaled 
2021-09-01 0 0 
2021-09-02 9 0,003166783955 
2021-09-03 9 0,003166783955 
2021-09-04 2 0,0007037297678 
2021-09-05 17 0,005981703026 

3.3.2. Split Data 

At this stage, the dataset is divided into 2 for training and testing needs. The normalized dataset is 
divided into 2 with a data ratio of 90:10. Where 90% is for training data and 10% is for testing data. 
Proportion of data train and data test as can see in Table 2. 

Table.2 Proportion of Data Train and Data Test 

Unit Data Train Data Test 
Percent 90% 10% 

Data Amount 54 7 

3.3.3. Data Recontruction 

Community mobility data collected is sequential data. The training process using the LSTM 
method requires more than 1 sequential data, for this research reconstruct sequential data into sub-
sequential data. This sub-sequential data if illustrated as can see in Fig. 8. 

 
Fig. 8. Data reconstruction ilustration 

The illustration above produces input data from X1 to X5 with a target value of X6. This process 
is also known as sliding windows, which is sliding sequential data to produce sub-sequential data [28]. 
Community mobility data if the sliding windows process is carried out will produce sub-sequential 
data as can see in Table. 3. 

Table.3 Data Recontruction Results 

𝑿𝟏 𝑿𝟐 𝑿𝟑 𝑿𝟒 𝑿𝟓 𝑻𝒂𝒓𝒈𝒆𝒕 

0 0.0031667 0.0031667 0.0007037 0.0059817 0.0035186 

0.0031667 0.0031667 0.0007037 0.0059817 0.0035186 0.0038705 

… … … … … … 
0.7100633 0.6914144 0.0123152 0.9926108 0.7241379 0.2.642505 

0.6914144 0.0123152 0.9926108 0.7241379 0.2.642505 0.0144264 
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The results of the data reconstruction resulted in the amount of testing data of 49 sub-sequential 
data and training data of 7 sub-sequential data. The LSTM method has 3 input dimensions, namely 
the first dimension is the amount of data (batch size), the 2nd dimension is the sliding window or time 
steps and the 3rd dimension is the output dimension. In the regression problem for mobility 
forecasting, the output only has 1 dimension, namely how many predictions for mobility in the period 
t+1. 

3.4. Modelling 

3.4.1. Initiate Early Stopping 

EarlyStop aims to avoid overfitting and underfitting the trained method. Overfitting is a 
phenomenon that the training error of a method is very small but its generalization ability to other data 
is weak, while underfitting is a condition where the data training method created does not represent 
the entire data that will be used later. This results in poor performance in data training. One way to 
avoid Overfitting is to do Early Stopping. The Early Stopping process is carried out if the minimum 
loss value does not decrease for 20 epochs. 

3.4.2. Initiate Hyperparamater 

In this study, the max_epochs value is set at 500. In the regression problem, there are several loss 
functions, namely L1 Loss, L2 Loss, Smooth L1 Loss. The loss function used in this research is L2 
loss or commonly called Mean Square Error (MSE). The mean squared error is calculated as the 
average of the squared differences between the predicted and actual values. The result is always 
positive regardless of the sign of the predicted and actual values and the perfect score is 0.0. Square 
means that the larger error produces more errors than the smaller error, which means that the method 
will be corrected for making the larger error [29]. The number of batch_size is 1 and RMSE metrics 
to assess the performance of the trained method. The next stage is the initiation of hyperparameter. In 
this study there are 3 hyperparameters with the following test scenarios: LSTM_units: 32, 64, 128, 
512; Dropout: 0.1, 0.2, 0.3; Optimizer: SGD, RMSProp, Adam. At the initiation of hyperparameters 
there are no definite rules, but it is done by testing the data and the methods to be used. The 
combination of the above hyperparameters produces a total of 45 methods to be trained. The resulting 
total combination is as can see in Table. 4 

Table.4 Data Recontruction Results 

LSTM_units Dropout Optimizer Method Name 
32 0.1 SGD Model1 
32 0.1 RMSProp Model2 
32 0.1 Adam Model3 
32 0.2 SGD Model4 
32 0.2 RMSProp Model5 
32 0.2 Adam Model6 
32 0.3 SGD Model7 
32 0.3 RMSProp Model8 
32 0.3 Adam Model9 
64 0.1 SGD Model10 
64 0.1 RMSProp Model11 
64 0.1 Adam Model12 
64 0.2 SGD Model13 
64 0.2 RMSProp Model14 
64 0.2 Adam Model15 
64 0.3 SGD Model16 
64 0.3 RMSProp Model17 
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LSTM_units Dropout Optimizer Method Name 
64 0.3 Adam Model18 
128 0.1 SGD Model19 
128 0.1 RMSProp Model20 
128 0.1 Adam Model21 
128 0.2 SGD Model22 
128 0.2 RMSProp Model23 
128 0.2 Adam Model24 
128 0.3 SGD Model25 
128 0.3 RMSProp Model26 
128 0.3 Adam Model27 
256 0.1 SGD Model28 
256 0.1 RMSProp Model29 
256 0.1 Adam Model30 
256 0.2 SGD Model31 
256 0.2 RMSProp Model32 
256 0.2 Adam Model33 
256 0.3 SGD Model34 
256 0.3 RMSProp Model35 
256 0.3 Adam Model36 
512 0.1 SGD Model37 
512 0.1 RMSProp Model38 
512 0.1 Adam Model39 
512 0.2 SGD Model40 
512 0.2 RMSProp Model41 
512 0.2 Adam Model42 
512 0.3 SGD Model43 
512 0.3 RMSProp Model44 
512 0.3 Adam Model45 

 

3.4.3. LSTM Method Training 

At this stage, the method resulting from the combination of hyperparameters is trained with the 
LSTM architecture which is built to have 1 input layer consisting of 5 input units, 3 LSTM hidden 
layers consisting of a number of LSTM_units and 1 output layer. The LSTM parameters that have 
been built can be calculated based on n LSTM_units of m input dimensions, (𝑚 + 𝑛 + 1) ∗ 4 ∗ 𝑛, 
which means that each matrix weight 𝑥𝑡  sized 𝑚 ∗ 𝑛 and weight matrix weight ℎ𝑡  sized 𝑛 ∗ 𝑛 and 
size bias 1 ∗ 𝑛 [30]. 

3.4.4. Evaluation 

At this stage, all methods that have been trained will be tested with data testing before being used 
in the deployment process. This test aims to test the ability of the method on data that has never been 
used during the training process. The first thing to do in the above process is to make predictions using 
the i-th method with data testing. Keep in mind that the X_test data still has a range of [0,1], so it 
needs to be denormalized to get the actual range of values. The RMSE value of each test data generated 
will be compared. The RMSE value is said to be the best if it has a value close to 0 so that the lowest 
RMSE value is generated by model21 of 971.438687, followed by model17 of 990.7274516 and 
model33 of 1014.299474. If you visualize the value of the testing data generated by the 3 methods as 
can see in Fig. 9. 
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Fig. 9. Visualization Data Test 

The visualization above illustrates that model21 has a pattern that is close to the actual testing data. 
When compared with model 17 and model 33 which have the 2nd and 3rd smallest RMSE values, the 
resulting pattern is still much different from the actual testing data. So from the RMSE value and the 
resulting pattern, model21 with 128 LSTM_units, 0.1 dropout, and the Adam optimizer can be used 
as the best method for the deployment stage. Model21 has a number of LSTM_units of 128. First 
hidden layer has 1 input dimension so that the first total parameter is (1+128+1)*4*128 ie 66,560 
parameters. In the second hidden layer the number of input dimensions is 128 which is obtained from 
the output dimensions of the first hidden layer, so the total parameters of the second hidden layer are 
(128+128+1)*4*128 i.e. 131,584 total parameters. The third hidden layer has the same total 
parameters as the second hidden layer. In the output layers, there is 1 Dense layers unit with a total 
parameter, namely the total input dimension plus 1 for bias, so that the total parameters for the output 
layer are 128+1, which is 129. So the total parameters trained in this LSTM method amount to 
66.560+131.584+131.584+129 i.e. 329.875. Model21 architecture as can see in Fig. 10. 

 
Fig. 10. Model21 architecture 

3.4.5. Deployment 

The last process is forecasting for the next 7 days outside of the available datasets. The process 
carried out is using the LSTM method and the last 5 days of data testing for forecasting. The results 
of forecasting the mobility of the people of Denpasar City as cas see in Table 5 and Fig. 11. 

Table.5 Denpasar City Community Mobility Forecasting Results 

Date Prediction 
2021 – 11 – 1 715,793214 
2021 – 11 – 2 1170,089534 
2021 – 11 – 3 1445,007874 
2021 – 11 – 4 2849,400251 
2021 – 11 – 5 1732,756458 
2021 – 11 – 6 558,7630896 
2021 – 11 – 7 1081,554515 
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Fig. 11. Denpasar City Community Mobility Forecasting Data Visualization 

Forecasting results show that the mobility of the people of Denpasar City will increase with a peak 
on November 4, 2021 of 2849 as PTM is implemented. There have been several times that community 
mobility experienced a decline, the lowest was touching 558 on November 6, 2021, which could be 
due to several factors in the field, such as weekends. 

3.4.6. Discussion 

The forecasting carried out resulted in a fluctuating level of mobility by reaching the highest point 
on November 4, 2021 at 2849 and the lowest point on November 6, 2021 at 558. The accumulation of 
community mobility in Denpasar City which was predicted in the period from November 1, 2021 to 
November 7, 2021, reached 9,550 in total check-ins. Visualization of forecasting data when compared 
with actual in the period November 1, 2021 to November 7, 2021, showed in Table 6 and Fig 12. 

Table.6 Comparison Of Forecasting Results With Actual Data 

Date Prediction Actual 
2021 – 11 – 1 716 1752 
2021 – 11 – 2 1170 1858 
2021 – 11 – 3 1445 2603 
2021 – 11 – 4 2849 2116 
2021 – 11 – 5 1733 1783 
2021 – 11 – 6 559 345 
2021 – 11 – 7 1082 29 

 

 
Fig. 12. Comparison Of Forecasting Results With Actual Data 
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4. Conclusion 

Based on the results of the analysis, it can be concluded that the Denpasar City community mobility 
data that has been collected during the period September 1, 2021 to October 31, 2021, has a random 
pattern with a tendency at the end of the period to have a seasonal trend. The mobility of the Denpasar 
City community tends to be higher in the junior high school education sector. This relates to the return 
of limited face-to-face meetings. The best LSTM method for forecasting the mobility data of the 
Denpasar City community is a combination of hyperparameters with 128 LSTM_units, 0.1 Dropout, 
and using the Adam optimizer. The LSTM method that has been produced has an evaluation value of 
Root Mean Square Error of 971,438687. 
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