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1. Introduction  

The swift progression of technology and evolving consumer behaviors have profoundly impacted 
the dynamics of social commerce [1]. Utilizing social media, digital platforms, and online reviews has 
allowed businesses to engage with consumers more effectively [2]. However, this transformation also 
introduces new challenges related to data privacy, transaction security, and consumer protection [3]. 

Digital transformation has altered the way society conducts transactions, especially in the context 
of business and trade [4]. In the broader context of e-commerce, social commerce has become a crucial 
pillar in economic and commercial activities in Indonesia. To regulate and monitor this rapid 
development, the Indonesian government has established policies through Minister of Trade 
Regulation No. 31 of 2023 concerning licensing, advertising, guidance, and supervision of businesses 
in trade through electronic systems [5]. This government regulation addresses various aspects of 
online trading that have the potential to shape and influence the trading ecosystem through social 
commerce in Indonesia [6]. 

The significance of government policies in regulating the use of e-commerce in the trade industry 
cannot be overlooked because it directly impacts businesses, consumers, and society as a whole [7]. 
Government policies can affect the ability of economic players to innovate, compete, and grow. These 
policies are also considered necessary to maintain security in online transactions and protect consumer 
data. Therefore, it is crucial to understand the perceptions and reactions of the public and economic 
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 This research aims to investigate public sentiment towards Indonesian 
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players to these regulations-whether government policies align with public expectations or potentially 
hinder businesses in developing their ventures to reach a wider audience. 

Based on the aforementioned issue, an idea emerges to conduct research based on the public's 
response to government decisions [8]. In a previous similar study regarding sentiment analysis based 
on online social media indicated an accuracy rate of around 75% was achieved using the Random 
Forest algorithm. The study also suggested exploring other algorithms such as Logistic Regression, 
SVM, or KNN to compare whether better results could be achieved [9]. Building upon the findings of 
the previous research, this research is conducted utilizing several algorithms including Logistic 
Regression, Support Vector Machine (SVM), Random Forest, Naive Bayes, and K-Nearest Neighbor 
(KNN) to determine which algorithm yields a higher accuracy level. This research utilizes public 
comments data extracted from Twitter, comprising initially 1120 data points [10]. However, after the 
data scraping process, 1013 datasets were obtained. These datasets were subsequently analyzed to 
determine sentiment responses concerning government regulations related to social commerce. 

This research analyzes how the public and economic actors to government policy, with a focus on 
perceptions of the Minister of Trade Regulation. Hopefully this research can make a significant 
contribution to the understanding and development of social commerce in Indonesia, which will have 
an impact on the economy and society as a whole. 

2. Method 

This research employs data gathered from public responses on the Twitter social media platform. 
The data collection took place on November 4-5, 2023, and total of 1013 dataset were obtained 
through the process of crawling data from Twitter. Subsequently, the acquired data underwent analysis 
using various classification algorithm methods. Fig. 1 are the stages of analysis conducted. 

 
Fig. 1. Formation of datasets 

3. Results and Discuccion 

3.1. Web Scraping 

Web scraping, also known as data scraping, is the practice of obtaining information from websites. 
Scrapy is an open-source library that provides a general web crawling framework. It navigates online 
sites and extracts data by examining the HTML tag structure. TweetScraper is designed to scrape 
tweets with Scrapy, allowing users to enter search terms into the Twitter website. There are two ways 
for collecting tweets: 1) Using Twitter's APIs, and 2) crawling tweet webpages. The Twitter standard 
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API is the official mechanism for collecting tweets, allowing authorized users to effortlessly gather 
all the data types handled by Twitter show as Fig. 2.  [11]. 

 
Fig. 2. Sample Data Tweets 

3.2. Data Preparation 

Data preparation involves transforming data or tweets into a “bag-of-words” representation to 
reduce data dimensions while preserving text meaning [12]. Because the text is highly dimensioned 
unstructured data, it must be cleaned and processed first before analysis. Preprocessing the data entails 
a variety of procedures, depending on the type of analysis. Before proceeding to the analysis stage, 
the text preparation procedure begins by cleaning the textual data. Normally, text preparation entails 
recognizing and deleting non-textual elements from the data, such as hash tags and hyperlinks [13]. 

Data preprocessing consists of tokenization, case folding, cleaning, removing stopwords, 
stemming, and filtering [14]. Cleaning involves eliminating noise such as punctuation, hashtags, 
usernames, URLs, and emoticons. The process of breaking up phrases into smaller units called tokens 
is known as tokenization. The technique of transforming every letter into the same form is known as 
case folding, such as lowercase. Removing stopwords is used to eliminate unimportant words. 
Stemming involves deriving the base word by eliminating affixes. Meanwhile, filtering is process of 
selecting tweets with non-standard Indonesian words and then replacing them with synonyms 
(standard words) or adding those non-standard words to optimize the calculation of the frequency of 
occurrences of words with similar meanings as show in Fig. 3. [15]. 

 
Fig. 3. Sample Tweets after Reprocessing Data 
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3.3. Sentiment Analysis Process 

Sentiment analysis of text essentially goes through several stages before obtaining the desired 
output results. The input text is transformed into multiple vectors of a feature extraction, which are 
then further processed to create a training dataset. Generally, the sentiment analysis process consists 
of several stages including dataset collection, manual labeling of data, dataset cleaning 
(preprocessing), feature extraction, classification, and evaluation of output results [16]. 

Analysis sentiment is an aspect of the data analysis field that aims to examine and extract 
information from texts, including opinions, evaluations, attitudes, emotions, judgments, and 
sentiments of individuals towards a product, person, organization, or issue [17]. In this study, the 
sentiment labeling process for responses is conducted by counting the quantity of both positive and 
negative terms used in each response. The public's response is classified as positive if the number of 
positive words is greater, but is classified as negative if the number of negative words is greater. Pie 
chart based on labeling of tweet reviews as show in Fig. 4. 

 
Fig. 4. Pie chart based on labeling of tweet reviews 

3.3.1. Performing K-Fold Cross Validation 

One technique for evaluating a model's correctness that is based on a corpus dataset and forecasting 
how well it will perform in real-world situations is cross-validation. The ratio of the k segments that 
make up the data is the same or almost the same. K times through the process is iterated for testing 
and training. The model is trained on k-1 segments during each iteration, and the remaining segment 
serves as the test or validation data. This procedure allows for the averaging of results across multiple 
iterations [18]. 

In this research, several algorithm models are employed to obtain the most accurate results from 
the comparison of these models. 

• Naïve Bayes 

Due to its high effectiveness, ease of use, quick processing, and basic implementation with a very 
simple structure, Naive Bayes is a prominent algorithm employed for data mining. An  algorithm 
for classification called Naïve Bayes may categorize a given variable using statistical techniques 
and probability [11]. Depending on its probability model, the Naïve Bayes classifier can be 
trained for highly effective supervised learning. Notably, Naïve Bayes doesn't need a lot of 
training data. 

The formula used for this algorithm is as follows [19]: 

𝑃(𝐻|𝑋)
(𝑃(𝑋|𝐻)×𝑃(𝐻))

𝑃(𝑋)
   () 

Explanation: 

𝑋 : Information of uncertain category 
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𝐻 : The idea that data X is a member of a given category 

𝑃 (𝐻|𝑋) : X is the probability of hypothesis H 

𝑃 (𝐻) : Primary probability of hypothesis H 

𝑃 (𝑋|𝐻) : Probability of X in light of assumption H’s condition 

• Logistic Regression 

One classification approach in machine learning that is used to forecast the likelihoods of 
categorical dependent variables is called Logistic Regression. This approach, which uses binary 
or probabilistic variables to examine the relationship between several variables, is a generic type 
of linear regression. A logistic function is employed in the logistic regression classification 
method to represent the likelihoods of different categories within the given dataset. It produces 
probability predictions and subsequently separates data into positive, negative, and neutral groups 
depending on a predefined limit. Because it may produce helpful probability predictions for 
assessing the sentiment of texts, logistic regression is another frequently used classification 
technique in sentiment analysis [20]. 

The principal purpose of logistic regression is in categorization [21]. The formula which 
represents the categorization border, is found using logistic regression. The optimization method 
is employed by the training classifier to identify the optimal regression coefficient in the formula. 
An unrestricted set of inputs is used in classification based on logistic regression, and the output 
is produced by a function that classifies the input data. For example, the function yields either 0 
or 1 in the two classifications represents two categories when classifying, to facilitate executing. 
The array of the aforementioned function’s parameter is from positive infinity to negative infinity 
based on the verified demands and the analysis above. Ranges for the dependent variable are 0 
and 1. Several functions fulfill the aforementioned requirements. 

• Random Forest 

Recursive binary split is the approach that Random Forest (RF) algorithm employs to get to the 
final element in a tree structure according on regression and classification structures [22], [23]. 
This algorithm has benefits, including as the ability to generate relatively few errors, strong 
classification performance, the ability to manage massive volumes of training data well, and a 
useful technique for approximating missing data. With subsets chosen at random via bootstrap 
from the training sample and the input variables at each node, the Random Forest generates 
numerous of distinct structures [24]. 

A classifier called Random Forest is consisting of a collection of tree-structured classifiers 
denoted as {ℎ(𝑥, 𝑘), 𝑘 =  1, . . . , }, where each tree casts a vote for the most preferred class at 
input x, and the {𝑘} represent independent and identically distributed random vectors. The class 
with the most votes wins when numerous trees are generated, each one casts a vote for a specific 
class [25]. 

• Support Vector Machine (SVM) 

The algorithm of this method is used in machine learning for regression and classification 
problems. Prediction (predicting continuous values) and binary classification (dividing data into 
two classes) can both be accomplished with SVM. One of SVM's advantages is capability to 
perform well with complicated data. Preprocessed training data and TF-IDF computations are 
used in the model development procedure during implementation. Depending on the kind of 
kernel being utilized, different parameters will be employed during the model creation process 
[26]. 

• K-Nearest Neighbor 

The K-Nearest Neighbor technique, often abbreviated as KNN, is frequently used for text and 
data classification. Classifying objects according to their properties and training samples is the 
aim of this approach. It is among the techniques that makes use of supervised learning algorithms. 
Supervised learning seeks to identify new patterns in data by connecting preexisting patterns, 
whereas unsupervised learning works with input that lacks any preexisting models [27]. This is 
the main distinction between supervised and unsupervised learning 
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3.3.2. Prediction by TF-IDF 

To determine the weight of every term, the TF-IDF algorithm is applied first. [28] TF-IDF 
quantifies the relevance of a word within a single document by considering its frequency relative to a 
collection of documents is indicated by a numerical statistic. The weighting technique known as TF–
IDF in Eq. (1) is widely used and increases in value in direct proportion to the incidence of a term 
within the document. 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) = 𝑡𝑓(𝑡, 𝑑).   () 

𝑡𝑓 (𝑡, 𝑑) represents Term rate - The relative rate of phrase t in the text d. 

In Eq. (1), the 𝑡𝑓 (𝑡, 𝑑) is computed as follows, 

𝑡𝑓(𝑡, 𝑑) =
𝑓𝑡,𝑑

∑ 𝑓𝑡′,𝑑𝑡′∈𝑑
   () 

Where is the term count in a document, 𝑓𝑡, 𝑑.  

The amount of information a word contains is indicated by its document frequency inverse (t, D) 
in Equation (1).  

The calculation of 𝑖𝑑𝑓 (𝑡, 𝐷) is, 

𝑖𝑑𝑓(𝑡, 𝐷) = 𝑙𝑜𝑔
𝑁

|{𝑑∈𝐷:𝑡∈𝑑}|
   () 

Where, {𝑑𝐷: 𝑡𝑑}|  is the number of documents that contain the term t, and N is the total number 
of documents in a corpus (𝑁 = |𝐷|).  

The sentiment of a given text can be predicted using classification techniques. A model with 
predefined labels is developed using the given dataset. A sentiment classification’s performance can 
be assessed in 4 (four) common ways [29]. 

• Accuracy is calculated as the ratio of the sum of true positives (TP) and true negatives (TN) to 
the total number of cases, which includes true positives (TP), true negatives (TN), false 
positives (FP), and false negatives (FN): (TP+TN)/(TP+TN+FP+FN) 

• Precision is determined by dividing the number of true positives (TP) by the total number of 
positive predictions, which includes true positives (TP) and false positives (FP): 
TP/(TP+FP) 

• Recall is given by the ratio of true positives (TP) to the sum of true positives (TP) and false 
negatives (FN): TP/(TP+FN) 

• F1 Score is computed as the harmonic mean of precision and recall, calculated as: 
2×(Precision×Recall)/(Precision+Recall) 

After conducting training and testing data using the aforementioned algorithms, the obtained 
results for accuracy, precision, recall, and F-1 are as follows 

3.3.3. Confusion matrix (TF-IDF) visualization 

The performance evaluation section of a sentiment classification model provides important insights 
into how well the model performs in classifying sentiment. The parameters are used for evaluation is 
F1 score, recall, accuracy, and precision [30]. 

Accuracy is an overall measure of how often a model provides correct predictions.If a model 
achieves an accuracy of 0.87, it means that 87% of its predictions were accurate. Precision measures 
how many positive predictions are correct out of all the predictions classified as positive by the model. 
High precision suggests that the model rarely gives false positive predictions. Example: if positive 
precision is 0.83, that means 83% of all of the model's predictions classified as positive were accurate. 

The number of positive classifications that the model properly identified is measured by recall, 
also known as recall. A high recall indicated that most of the samples that are genuinely positive can 
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be identified by the model. In the event that the positive recall, for instance, is 0.41, only 41% of all 
true positive samples are recognized by the model. 

The precision and recall weighted average is called the F1-Score. To achieve a compromise 
between recall and precision, the F1 score proves useful. Positive precision and positive recall, for 
instance, are balanced if the positive F-1 is 0.55. 

Visualization is a helpul instrument for understanding model achievement in more detail. It shows 
how well the model classifies samples into the correct classes and how often it makes errors. Fig. 5 to 
Fig. 9  show the confusion matrix for each classification algorithm used in this research. 

  

Fig. 5. Confusion Matrix using Naive Bayes 
Algorithm 

Fig. 6. Confusion Matrix using Random 
Forest Algorithm 

 

  

Fig. 7. Confusion Matrix using Logistic 
Regression Algorithm 

Fig. 8. Confusion Matrix using SVM 
Algorithm 
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Fig. 9. Confusion Matrix using KNN Algorithm 

Based on the evaluation results in Table 1. of each algorithm, they are given in detail. For example, 
for the SVM algorithm, an accuracy of 0.87 indicates that the overall model provides correct 
predictions in 87% of cases. A positive precision of 0.83 indicates that of all the model's positive 
predictions were correct in 83% of cases. A positive recall of 0.41 indicates that the model only 
recognized 41% of all true positive samples. Higher values suggest overall superior performance; a 
positive F-1 of 0.55 illustrates a trade-off between good recall and precise positive predictions. 

Table.1 Evaluation Results 

Algoritma 
Score 

Accuracy 
Precision Recall F-1 

Positive Negative Positive Negative Positive Negative 
Naïve Bayes 0.81 0 0.81 0 1.00 0 0.89 

Logistic Regression 0.84 1.00 0.84 0.17 1.00 0.29 0.91 
Random Forest 0.86 0.83 0.86 0.33 0.98 0.47 0.92 

SVM 0.87 0.83 0.88 0.41 0.98 0.55 0.93 
KNN 0.75 0.17 0.81 0.09 0.90 0.11 0.85 

 
According to the outcomes of this evaluation, it can be determined that SVM represents the most 

effective algorithm for classifying public sentiment towards government policies in the context of 
social commerce in Indonesia. Comparing of Algorithm Accuracy show in Fig. 10. 

 
Fig. 10. Comparing of Algorithm Accuracy 
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3.3.4. Word Cloud Visualization 

Word Cloud is a visual illustration made up of various words, considering each word’s size 
reflecting its occurrence or significance. The more prominent a word is, the more often it appears in 
the text. Word cloud of positive responses as show in Fig. 11 and Word cloud of negative responses 
as show in Fig. 12.  

 
Fig. 11. Word cloud of positive responses 

 
Fig. 12. Word cloud of negative responses 

4. Conclusion 

Analysis of public sentiment towards Indonesian government's policies in the era of social 
commerce, using sentiment data obtained from 1013 Twitter posts, the results indicate that 
classification using Support Vector Machine (SVM) achieves a higher accuracy rate of 87% compared 
to other algorithms. In this study, it was found that public sentiment regarding the Indonesian 
government's policies in the era of social commerce, specifically through Minister of Trade Regulation 
No. 31 of 2023 concerning licensing, advertising, guidance, and supervision of businesses in trade 
through electronic systems, garnered a positive sentiment of 20.2% and a negative sentiment of 79.8%. 
Therefore, it can be concluded that the policies implemented by the government did not receive a 
positive response from the public. Using a more comprehensive dataset is recommended for future 
research and consider sources of data beyond Twitter alone to achieve higher accuracy results. 
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