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1. Introduction  

Security is critical and requires innovative solutions to protect sensitive space or data access. 
Recent technology in biometric identification has improved to accommodate that. One of these is face 
recognition, which offers convenience and security. In this context, it provides deep insights into face 
recognition in real-world scenarios, highlighting technological advances in Deep Learning and the 
challenges that arise in its implementation [1], [2]. This confirms the importance of technological 
innovation in overcoming biometric security barriers [3]. 

While face recognition technology has significantly advanced, particularly through deep learning 
techniques such as Convolutional Neural Networks (CNNs), it still faces critical challenges. For 
example, while CNNs enhance feature extraction and system accuracy, they do not entirely resolve 
issues related to liveness detection, which remains a major vulnerability. This gap is particularly 
evident in scenarios where high-quality photos or videos can deceive existing systems. Therefore, 
there is an urgent need to address these limitations by developing methods that integrate both robust 
facial recognition and effective liveness detection. 
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 Face recognition as a security system has undergone significant developments, 
but challenges in live detection are still a major issue in preventing fraud. 
Liveness detection is a method that helps face recognition security more 
resistant to fraud. This research aims to address this issue by developing an 
innovative security system that integrates face recognition with a facial 
expression game, enhancing live detection and user engagement. The primary 
objectives are to ensure seamless integration, maintain a fun and challenging 
user experience, and demonstrate practical applicability. We applied a 
Waterfall method in our research to ensure a straightforward approach. We 
successfully applied this system for the door lock-unlock mechanism, simulating 
a restricted area. YuNet, a face detection model runs in the web interface and 
controls the NodeMCU to either lock or unlock the door.  The study concluded 
95% success rate from the participants in making facial expressions: Smile, 
Normal, and Sad. However, expressing Sadness within the 3-second timeframe 
posed some difficulties. The average duration for completing the mini-game was 
approximately 16.31 seconds from the start. The integration of a facial expression 
game as a liveness detection required careful design to balance security and user 
engagement that is fun to experience. This research underscores the significance 
of addressing current challenges in biometric security by integrating an 
interactive element into the live detection process. The developed system 
contributes to the field by enhancing the robustness and user experience of face 
recognition security systems, demonstrating potential for broader application in 
restricted access scenarios.  
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Despite these advancements, face recognition-based security systems face several challenges and 
limitations. Fraud attempts, such as using photos or videos to spoof the system, present significant 
hurdles. One of the most pressing issues is the inadequacy of traditional liveness detection methods, 
which fail to provide a seamless and user-friendly experience. This research specifically addresses the 
need for more effective and user-centric liveness detection solutions. By improving these aspects, the 
study aims to enhance the overall reliability and adoption of face recognition systems. For instance, 
National Institute of Standards and Technology (NIST) has conducted several studies related to face 
recognition systems. One of their studies found that even the best of the 89 commercial facial 
recognition algorithms tested had error rates between 5% and 50% in matching digitally applied face 
masks with photos of the same person [4]. Traditional liveness detection methods, such as blink 
detection or lip movement analysis, aim to prevent such fraud but often prove cumbersome and 
inconvenient for users, particularly in scenarios requiring quick and seamless access. In a systematic 
review on face liveness detection methods, researchers noted that the complexity and user interaction 
required by current systems contribute to user dissatisfaction. The study calls for more intuitive and 
seamless methods to improve user experience while maintaining security [5]. These cumbersome 
methods can lead to poor user compliance and dissatisfaction, which poses a significant barrier to the 
widespread adoption of face recognition-based security systems. 

Face recognition has emerged as a crucial technology for biometric authentication, significantly 
enhanced by the advent of deep learning through Convolutional Neural Networks (CNNs). CNNs are 
highly adept at automatically learning and extracting essential features from facial images, making 
them exceptionally effective. These networks can manage various challenges, such as lighting 
variations, different poses, and occlusions, thus improving the accuracy and robustness of face 
recognition systems. Deep learning-based face recognition systems have been shown to achieve 
performance levels comparable to human accuracy, making them a reliable tool for identity 
verification in diverse applications such as images [6]. 

However, fraud attempts also occurred, such as using photos or videos, comprehensively 
investigate various methods and challenges in face recognition, including its security aspects, 
emphasizing the importance of liveness detection in face recognition systems to avoid fraud [5], [7], 
[8]. Currently available liveness detection methods, such as those discussed in the literature, often 
pose challenges when applied to physical access control scenarios due to their cumbersome nature for 
users. Studies indicate that traditional liveness detection techniques can be inconvenient and 
uncomfortable for users, particularly in quick and seamless access scenarios [9]. Integrating liveness 
detection with an engaging mini-game is a potential solution. This approach aims to transform the 
verification process from a potential burden into an enjoyable challenge, enhancing user experience 
and compliance.  

The specific objectives of this research are to develop and implement a novel liveness detection 
method that integrates face recognition with a facial expression game, evaluate its effectiveness in 
enhancing security and user experience, and compare its performance against traditional liveness 
detection methods. The study aims to demonstrate that gamification can improve user compliance and 
satisfaction while maintaining or improving the accuracy of liveness detection in biometric security 
systems. For example, research has explored the gamification of security protocols, demonstrating 
that well-designed game elements can effectively increase user engagement and satisfaction [10]–
[13]. 

Moreover, good game design can bolster user immersion in any situation. Studies in game design 
suggest that immersive experiences significantly improve user interaction and satisfaction. By 
creating an engaging and seamless liveness detection experience through mini-games, users are more 
likely to perceive the process as less intrusive and more enjoyable, improving overall system usability 
and acceptance. Well-crafted game experiences can mitigate the perceived burden of security 
measures, making them more user-friendly and effective in real-world applications [13], [14]. Hence, 
this research proposes a face recognition-based security system utilizing a facial expression game to 
verify liveness.  

The research follows the Waterfall methodology, a linear and sequential approach to software 
development. This involves distinct phases: requirement gathering, analysis, system design, 
implementation, testing, deployment, and maintenance. YuNet, a CNN-based face detection model, 
is employed for facial recognition, while a facial expression game is integrated to enhance liveness 
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detection. Additionally, a web interface facilitates user interaction, and the Node MCU ESP8266 
controls the door lock mechanism. This research expects a breakthrough in integrating biometric 
identification and liveness detection via a game. 

2. Method 

2.1. Research Procedures 

This research applies a waterfall method to ensure that the research process runs in a structured 
and defined manner. The research process is divided into sequential stages to revisit the previous 
stages when needed. Detailed explanation of the waterfall method as show in Fig. 1 [15], [16]. 

 
Fig. 1. Waterfall Model 

2.2. Waterfall method explained 

The following explains each stage of the waterfall method: 

• Requirements: 
The test case for this security system is the door lock-unlock mechanism. This mechanism is a 
simulation of security access using face recognition. Based on this test case, it is apparent that 
this research requires hardware and software elements. The hardware components include 
nodeMCU, a relay, a power supply, a solenoid, a router, a webcam/camera, and a PC or laptop. 
The software element comprises Visual Studio Code for Python programming, Arduino IDE for 
programming nodeMCU, YuNet as the core library for face recognition method [17], and facial 
expression [18], [19].  

• Analysis: 
Based on the requirement analysis, we conducted a system analysis to picture the correlations 
between these components. Fig. 2 illustrates the workflow of a face recognition-based security 
system integrated with an expression game for liveness detection. The process begins by 
capturing and sending a user’s face image via a web interface accessible through a browser. The 
back-end processes the retrieved image to verify the user’s identity and detect liveness by 
analyzing facial expressions [9], [20]. A successful verification sends an ‘unlock’ signal to the 
NodeMCU 8266 microcontroller. The signal activates the solenoid lock, allowing the door or 
gate to unlock. This system ensures that only an authenticated and alive user can gain entry. 

 

Fig. 2. System chart in outline 

• Design 

We have designed three phases to enable our system to run as expected. The first phase is 
recording users' faces on the admin page. These faces will have the privilege to access the 
restricted area/spaces. The flow chart of the face recording as show in Fig. 3. 



ISSN 2614-0047 Bulletin of Social Informatics Theory and Application 283 
Vol. 8, No. 2, December 2024, pp. 280-294 

 Yusmanto et.al (Design and development of face recognition-based security…)   

 

Fig. 3. Procedure face recording and user default set in the admin page 

The second phase is a flowchart for the security system based on face recognition and facial 
expression games as show in Fig. 4. 

 
Fig. 4. Security System Flowchart 

The third phase is the game design. It has minimal design elements to ensure seamless integration 
of the game for the biometric security system. Three facial expressions are the challenges in the 
liveness detection game: Sad, Neutral, and Smile. The game rule is that a user should make three facial 
expressions sequentially as challenged by the mini gamein a limited time a three-second time limit for 
each expression. Mathematically, there are 33 = 27 combinations available. However, given that there 
are no subsequent expressions in the game challenge and at least two expressions in each challenge 
[21], [22], only 12 challenges the users (see Table 1). 

Table.1 Expression Combinations in Mini Games 

No. Expression combinations 
1st Expression 2nd Expression 3rd Expression 

1 Smile Sad Normal 
2 Smile Normal Sad 
3 Smile Sad Smile 
4 Smile Normal Smile 
5 Normal Sad Smile 
6 Normal Smile Sad 
7 Normal Sad Normal 
8 Normal Smile Normal 
9 Sad Normal Smile 
10 Sad Smile Normal 
11 Sad Normal Sad 
12 Sad Smile Sad 
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• The coding stage involves programming face recognition, facial expression recognition, and the 
mini-game. The environment is web-based access, wherein Python’s Yunet is the core for 
communicating between a user and the lock-unlock control. 

• Two tests will be used in the testing stage: a Black Box test and a User Acceptance Test (UAT). 
The Black Box Test tests the basic functionality of the system. An expert in programming should 
complete ten items in the black box testing (binary response) [23], [24]. Meanwhile, other 
participants should complete nine items in the UAT (4-scale Likert) [25], [26]. For this purpose, 
at least ten users of different genders and races should participate.  

• The deployment system requires that it has successfully passed all the tests. To determine the 
appropriate sample size for our study, we utilized the Slovin method, which is designed for 
calculating sample sizes from a known population size with a specified margin of error. For our 
study, we assume the total population consisted of 100 potential users (including relatives, staff, 
and students from a specific department). We aimed for a 15% margin of error. Using the Slovin 
formula we estimated the sample size is around 31 participants. Here is the following 
calculations: 

𝑛 =
𝑁

1+𝑁.𝑒2
   () 

where N is the total population size and eee is the margin of error, we calculated the sample size 
as follows: 

𝑛 =
100

1+100.(0.152)
≈ 30.72   () 

We collected data using random sampling with a questionnaire and facial recording, capturing only 
one image of each participant’s face. This facial image was then analyzed using the YuNet algorithm 
to determine facial expressions such as Smile, Sad, and Normal. Validation techniques included 
functional testing of the biometric system, accuracy of the lock mechanism, and responsiveness of the 
nodeMCU system. We performed rigorous testing of the developed security system to evaluate its 
performance. This included benchmarking against established security systems and comparing the 
system's performance in terms of accuracy, reliability, and speed. Specific tests involved verifying the 
correct operation of the biometric recognition system, the effectiveness of the lock-unlock mechanism, 
and the stability of the nodeMCU connectivity. Then, we embed the lock-unlock mechanism into a 
miniature door. Fig. 5 shows the interconnection between components of the system. Here, we 
assemble a nodeMCU 8266 system connected to a WIFI network. This nodeMCU controls a relay 
that drives a solenoid as a door lock [19]. The nodeMCU actively ‘listens’ to the biometric security 
system signals. 

 
Fig. 5. System implementation and interconnection 
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• The maintenance phase involves modifying software to meet new customer and market trends, 
improving functionality, and adapting to changing environments. We expect the system to be 
applicable in an actual case by following the miniature prototype deployment 

3. Results and Discussion 

This research produced a web-based front-end with a Python back-end developed using the YuNet 
library. Meanwhile, we wrote the program for the hardware components using Arduino IDEA [27], 
[28]. 

3.1. Implementation of Face Recognition and Live Detection-Based Security Systems 

The template is designed so that author affiliations are not repeated each time for multiple authors 
of the same affiliation. Please keep your affiliations as succinct as possible (for example, do not 
differentiate among departments of the same organization). This template was designed for two 
affiliations. 

Fig. 6 shows the miniature prototype of our proposed system that integrates face recognition and 
liveness detection using facial expression games. We designed the system for environments with 
limited access, optimal for under 30 users, without the need for large databases. 

 
Fig. 6. The Integrated System 

The system consists of several main components: 

• PC/Laptop with Camera: Used to capture images of the user’s face for recognition and liveness 
detection. 

• FLASK Server: an application server that runs face recognition and liveness detection logic 
[29]. 

• Wi-Fi Module: Connects NodeMCU with a local network for communication with the FLASK 
server [30].  

• NodeMCU ESP8266: Used as the primary controller that connects hardware with the web server 
[31]. 

• A relay that drives the solenoid to lock or unlock. 

• A Solenoid lock is a digitally controlled door lock 

Fig.7 shows the appearance of the front end from the user's perspective: 
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Fig. 7. Front-end look 

3.2. Verification Process and Access Control 

The following are the steps in the verification process: 

• Admin Registration and Login 

- The process starts with the administrator logging in through an admin page to set up new 
users and record their faces as show in Fig. 8. 

 
Fig. 8. Verification Page 

- After a successful login, the admin can record faces and set the default user. Users should 
ensure that their face is visible during the face capture as show in Fig. 9. 

 
Fig. 9. Admin Panel 

• Verification 

- Face detection verification see Fig. 10 
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Fig. 10. Face detection 

- Once a successful face detection has been made, the user can proceed to the liveness 
detection via an expression mini-game. Fig. 11 shows the liveness detection in action. 

 
Fig. 11. Example expression according to the requested yellow box 

- In the 3-second time limit, an expression challenge (the text on the top-right side) shows. 
After three completed challenges, the system displays the Access Granted indicator on the 
bottom right side of the page. From this point, the system sends a signal to unlock the door 
for 5 seconds as show in Fig. 12. 

 
Fig. 12. The user has completed three challenges, and the “Access Granted” box appears 

3.3. Black box test and UAT Result 

See Table 2 for the resulting Black box test completed by an expert in programming: 



288 Bulletin of Social Informatics Theory and Application   ISSN 2614-0047 

 Vol. 8, No. 2, December 2024, pp. 280-294 

 Yusmanto et.al (Design and development of face recognition-based security…)  

Table.2 Black Box Test Result 

No. Feature Tested Testing Steps Expected Result 
Status 

(Pass/Fail) 

1 Admin Login Enter valid credentials and click 
login Admin logs in successfully Pass 

2 Admin Login Enter invalid credentials and 
click login Error message appears Pass 

3 Face Registration Register a new user’s face Successfully recorded face Pass 

4 Expression Verification Display smile, sad, and neutral 
expressions 

The system recognizes all 
expressions Pass 

5 Expression Verification Display incorrect expressions The system rejects the verification Pass 

6 Solenoid Lock Activation Perform correct verification Solenoid lock opens Pass 

7 Solenoid Lock Activation Perform incorrect verification The Solenoid lock remains closed Pass 

8 Reset Button Click the reset button System resets Pass 
9 Wi-Fi Connection Disable Wi-Fi on NodeMCU System displays an error message Pass 

10 Power Outage Turn off and on the power 
supply System returns to the initial state Pass 

 
Table 3 shows the result of UAT 

Table.3 UAT from Participant 

No. 
Sample Question 

Question 1 2 3 4 Total User 
Response Average 

1 Did you find the user interface easy to use?  
User Response: (1) Very Difficult - (4) Very Easy 0 0 2 8 10 3,8 

2 Did the admin login process go smoothly? 
User Response: (1) Very Difficult - (4) Very Easy 0 0 0 10 10 4 

3 Did the face registration process work well? 
User Response: (1) Very Difficult - (4) Very Easy 0 0 2 8 10 3,8 

4 Did the system correctly recognize your facial expressions? 
User Response: (1) Very Difficult - (4) Very Easy 0 0 2 8 10 3,8 

5 
Do you feel that the facial expression verification is secure 

enough? 
User Response: (1) Very Insecure - (4) Very Secure 

0 0 3 7 10 3,7 

6 
Did the solenoid lock function correctly after a successful 

verification? 
User Response: (1) Very Poorly - (4) Very Well 

0 0 1 9 10 3,9 

7 
Do you think the system is effective in preventing identity 

fraud? 
User Response: (1) Very Ineffective - (4) Very effective 

0 0 4 6 10 3,6 

8 Did the reset button work as expected? 
User Response: (1) Very Poorly - (4) Very Well 0 0 1 9 10 3,7 

9 
What is your overall experience with using this system?  

User Response: (1) Very Poor - (4) Very Good 0 0 2 8 10 3,8 
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The feedback from ten participants is positive across all aspects evaluated. Here are the main 
takeaways: 

• Ease of Use: The user interface is generally perceived as very easy to use, with a high average 
rating of 3.8. This indicates that most users found it user-friendly. 

• Admin Login Process: This aspect received a perfect score, with all respondents rating it as very 
easy, resulting in an average rating of 4. This suggests that the admin login process is highly 
efficient and user-friendly. 

• Face Registration and Recognition: The face registration process and the system’s ability to 
recognize facial expressions received an average rating of 3.8. This indicates a positive 
experience, though there may be room for minor improvements. 

• Security: The Security of the facial expression verification system received an average rating of 
3.7, showing that while most users feel secure, a few have concerns that should be addressed 
accordingly. 

• Solenoid Lock Functionality: The functionality of the solenoid lock after verification received 
a high rating of 3.9, indicating reliable performance. 

• Effectiveness in Preventing Identity Fraud: This aspect received the lowest average rating (3.6), 
suggesting that while most users find it practical, there is a perception that it can improve. 

• Reset Button: The reset button’s functionality is rated positively, with an average of 3.7, 
showing general satisfaction with its performance. 

• Overall Experience: The overall experience with the system is rated highly, with an average of 
3.8, indicating that users are delighted. 

In addition, we also recorded the duration when users use this system. Regarding the overall time 
required for face recognition from the start to receiving "Access Granted," the average duration across 
10 attempts was calculated to be 16.31 seconds. Table. 4 shows the response durations from 10 users. 

Table.4 User access duration 

Attempt 1 2 3 4 5 6 7 8 9 10 
Time (seconds) 17,82 18,61 16,87 16,15 15,29 15,67 15,60 15,43 16,22 15,44 
 

3.4. Discussion 

From the results based on the experiments and tests show that our system is working properly. 
However, several anomalies and extreme findings were observed during the testing phase. One 
significant challenge was encountered when the system attempted to differentiate between identical 
twins. The facial recognition system, which relies on detecting facial features and encoding them into 
an array, found it difficult to distinguish between twins. As a result, the system consistently identified 
both faces as matching, leading to potential security vulnerabilities in scenarios involving identical 
twins. 

Another notable finding was related to the detection of sad expressions. Several users experienced 
difficulties in expressing sadness within the 3-second window provided by the system. This led to a 
failure to capture the sad expression within the allotted time, highlighting a limitation in the system's 
ability to accurately recognize and respond to this facial expression. This issue suggests a need for 
further refinement in the algorithm to accommodate a wider range of emotional expressions more 
effectively.  

From a social point of view, these findings raise important questions about the inclusivity and 
reliability of biometric systems in diverse real-world applications. The difficulty in distinguishing 
between identical twins highlights potential privacy and security concerns, particularly in contexts 
where precise identification is crucial. Furthermore, the challenge in recognizing sad expressions 
within a limited time frame points to broader issues of user experience and accessibility. If the system 
cannot reliably capture a range of emotional states, it may affect user trust and satisfaction. Addressing 
these concerns is essential to developing a more robust and socially adaptable biometric system that 
considers the nuances of individual differences and emotional expression. 
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These findings have significant implications for our research objectives and contribute to the 
existing literature on facial recognition and liveness detection systems. The challenge in distinguishing 
identical twins aligns with previous studies [32] that highlight the limitations of current facial 
recognition technologies in dealing with genetically similar individuals. This underscores the need for 
more advanced algorithms that can detect subtle differences, perhaps by incorporating additional 
biometric data or environmental factors. 

The difficulty in capturing sad expressions within the time limit relates to broader research on 
emotion recognition in AI systems [33]. Our findings suggest the temporal aspect of emotion 
expression is a critical factor underexplored in existing literature. This opens up new avenues for 
research into dynamic emotion recognition systems that can adapt to individual differences in 
expression timing and intensity. 

The overall success rate of 95% for smile and normal expressions demonstrates the potential of 
our integrated facial expression game approach for enhancing liveness detection. This aligns with 
recent studies [34] that emphasize the importance of user engagement in security systems. However, 
the lower success rate for sad expressions highlights the need for a more nuanced approach to emotion 
recognition, particularly for complex or subtle emotions. 

Our research contributes to the growing body of literature on biometric security by demonstrating 
the feasibility of integrating gamified elements into liveness detection. The average completion time 
of 16.31 seconds for the facial expression mini-game suggests a balance between security and user 
convenience, an aspect that is often challenging to achieve in biometric systems [35]. 

Another compare the results of the study with findings from existing literature or similar research 
studies as show in Table 5. 

• Rathgeb, C., Dantcheva, A., & Busch, C. (2021). Impact and detection of facial beautification in 
face recognition: An overview. IEEE Access, 9, 58950-58969 [36]. 

• Rao, S., Huang, Y., Cui, K. and Li, Y., 2022. Anti-spoofing face recognition using a metasurface-
based snapshot hyperspectral image sensor. Optica, 9(11), pp.1253-1259 [37]. 

Table.5 Comparation Aspect of Method 

Aspect Current Study Rathgeb et al. (2021) Rao et al. (2022) 

Overall Face 
Recognition Accuracy 

95% success rate for smile and 
normal expressions 

92.5% (average across 
multiple datasets) 

97.98% (for anti-spoofing 
accuracy) 

Twin Differentiation 

Identified as a significant 
challenge, with difficulty 
distinguishing between 

identical twins 

Not specifically addressed Not specifically addressed 

Emotion Recognition 
Accuracy 

95% success rate for smile and 
normal expressions, with 

challenges for sad expressions 
Not addressed 

Not addressed (focused on 
liveness detection, not emotion 

recognition) 

Liveness Detection 
Method 

Expression-based liveness 
detection using YuNet 

algorithm, also integrated facial 
expression game approach 

Various methods 
reviewed, including 
texture and motion 

analysis 

Hyperspectral imagingusing 
metasurface-based sensor 

Average 
Authentication Time 

16.31 seconds for the facial 
expression mini-game Not specified 

50 ms for capturing 
hyperspectral image (full 
authentication time not 

specified) 
 

Comparing our results with recent advanced research in anti-spoofing face recognition reveals 
interesting contrasts in approach and performance. Rathgeb et al. (2021) reported an average overall 
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accuracy of 92.5% across multiple datasets, which is slightly lower than our system's 95% face 
recognition accuracy. This suggests that our system is highly effective, particularly in recognizing 
smile and normal expressions. 

While our study encountered challenges in twin differentiation, this specific aspect was not 
addressed in either Rathgeb et al. (2021) or Rao et al. (2022). Our system's unique contribution lies 
in its ability to recognize emotions, achieving 95% accuracy for smile and normal expressions, 
although with lower accuracy for sad expressions. Neither of the compared studies addressed emotion 
recognition, focusing instead on other aspects such as anti-spoofing and liveness detection. 

The most significant difference lies in the liveness detection method. Our approach utilizes a facial 
expression game, which engages the user and potentially offers a more interactive experience. 
Rathgeb et al. (2021) reviewed various methods, including texture and motion analysis, while Rao 
et al. (2022) employed a sophisticated hyperspectral imaging technique using a metasurface-based 
sensor, which can detect subtle spectral differences between real skin and spoofing materials. 

In terms of authentication time, our system averages 16.31 seconds, which includes the time for 
the user to complete the facial expression game. Rao et al.'s system captures a hyperspectral image 
in just 50 ms, although the total authentication time is not specified. This suggests that their method 
might offer faster authentication, but possibly at the cost of user engagement. 

These comparisons highlight the diverse approaches in tackling the challenge of secure face 
recognition and anti-spoofing. While Rao et al.'s method offers high accuracy and potentially faster 
operation through advanced hardware, our system provides a more comprehensive approach including 
emotion recognition and user interaction. Future work could explore integrating aspects of both 
approaches to create a system that is both highly secure and user-friendly. 

One limitation encountered in this study is the prototype nature of the user interface (UI/UX), 
which may have influenced the outcomes of user testing. The prototype interface may not fully 
represent the final product's usability and functionality, potentially affecting user interactions and the 
overall user experience. This limitation should be taken into consideration when interpreting the 
results and planning future iterations of the system. 

The practical implications of these findings are significant for real-world applications. The 
difficulty in distinguishing between identical twins suggests that biometric security systems need to 
incorporate additional verification methods or biometric data to ensure reliability in high-security 
environments. The challenge in recognizing sad expressions within a short timeframe indicates a need 
for systems to be adaptable to different emotional states and expressions, which is crucial for user 
acceptance and trust. These improvements can enhance the inclusivity and accuracy of biometric 
systems, making them more applicable and effective in diverse settings. Furthermore, the integration 
of gamified elements into liveness detection not only enhances security but also improves user 
engagement, potentially increasing the adoption of biometric technologies in everyday applications. 

4. Conclusion 

The results of usability and UAT testing show that this face recognition and liveness detection-
based security system is working as expected. With high accuracy and speed, and positive user 
experience, the system has enormous potential for use in environments with limited access. The key 
findings of this study include significant challenges in distinguishing between identical twins, as the 
system struggled to differentiate between faces with similar features, leading to potential security 
vulnerabilities. Additionally, participants experienced difficulties in expressing sadness within the 3-
second window provided by the system, highlighting limitations in the system's ability to accurately 
capture and interpret this emotional state. These findings underscore the need for improvements in 
facial recognition algorithms to address these issues.  

However, there are some areas that need improvement, especially related to lighting conditions 
and clarity of expression instructions. Further development should focus on improving detection 
algorithms, improving interfaces, and training users to ensure the system can function optimally in a 
variety of conditions and is easy for all to use, This conclusion aligns with the research objectives 
stated in the Introduction, as the study aimed to develop a robust face recognition system and identify 
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areas for improvement. The research successfully addressed the gaps by evaluating the system’s 
performance and providing actionable insights into its strengths and limitations. 

Recommendations include: 

• Enhance Security Features: Since the Security of facial expression verification and the system’s 
effectiveness in preventing identity fraud received slightly lower ratings, focusing on enhancing 
these features could improve user confidence and satisfaction. 

• Minor Tweaks in User Interface: While the user interface received a high rating, continuous 
minor improvements could ensure it remains user-friendly as expectations evolve. 

• Detailed User Feedback: Collecting more detailed feedback on specific concerns related to 
security and fraud prevention could provide insights into targeted improvements. 

By addressing these areas, the system can ensure even higher satisfaction and reliability in future 
evaluations. Looking ahead, potential future research directions could involve developing a database 
system for a wider range of users and addressing the tailgating aspect with additional safety factors. 
These explorations could significantly advance the field of biometric security technology. 

In addition to the design and development of face recognition-based tools, there are several 
obstacles that need to be developed again in future research, such as using a database system for a 
wider range of users. However, the equipment that has been used today as a prototype is sufficient as 
a basic need for access to limited space. The tailgating aspect also needs to be considered again as the 
addition of more relevant safety factors [38], [39]. The results of the system’s implementation and 
evaluation show that the integration of face recognition with liveness detection through expression 
games can significantly improve the system’s security. The system not only offers more accurate 
biometric verification but also provides a better and challenging user experience. With its high 
accuracy and effectiveness in preventing fraud, the system offers a valuable contribution to the 
development of face recognition-based security technology. 
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