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Abstract: A wide field of vision is required for autonomous electric vehicles to operate 
object-detecting systems. By identifying objects, it is possible to imbue the car with 
human intelligence, similar to that of a driver, so that it can recognize items and make 
decisions to prevent collisions with them. Using a 360-degree camera is a wonderful idea 
because it can record events surrounding the car in a single shot. Nevertheless, 360º 
cameras produce naturally skewed images. To make the image appear normal but have 
a bigger capture area, it is required to normalize it. In this study, NVIDIA Jetson Nano is 
used to construct software for 360-degree image normalization processing using Python. 
To process an image in real-time, first choose the image shape mapping that can give 
information about the entire item that the camera collected. Then, choose and apply the 
mapping. Using Python on an NVIDIA Jetson Nano, the author of this research has 
successfully processed 360-degree images for local and real-time video as well as image 
geometry modifications.  

 

Keywords: Python; NVIDIA Jetson Nano; 360-degree Camera; Autonomous Electric 

Vehicle; Realtime; Conversion. 

 

1. Introduction 

Future electric vehicles that are autonomous will offer a host of benefits to an 
expanding number of vehicle users. Future owners of electric vehicles are expected to be 
able to steer the car without the need for human intervention. There will probably be an 
increasing need for this kind of convenience [1]. Autonomous electric vehicles need to be 
able to see a large area of space for their image-processing systems to function. When 
drivers identify objects and choose to avoid crashes with them, the car can be endowed 
with intelligence much like humans do. Therefore, to record the phenomena surrounding 
the vehicle, a broad vision system is required. 

While standard cameras can be used for this task, about four cameras are needed to 
record the surrounding phenomenon simultaneously. These cameras should be 
positioned at the front, left, and right sides, as well as the back. Because of the numerous 
cameras and intricate processing, this is inefficient. Using a single 360-degree camera is 
an excellent alternative. The phenomenon surrounding the car can all be captured at once 
by the camera. As a result, in addition to using fewer devices, the processing is also 
simpler because it does not need to merge images from several cameras. But unlike 
images from regular cameras, 360º camera images are essentially warped, and that's why 
they're needed for real-time image capturing. 

Consequently, normalizing the image is required to maintain the same capture area 
as a 360º camera while making it appear normal [2]. A 360° camera, also known as an 
omnidirectional camera, is a type of camera that can take larger or more comprehensive 
pictures simultaneously than traditional cameras. This comprises cameras with a 360° 
horizontal field of view as well as cameras with a 360° horizontal field of view and a 90° 
(preferably 180°) vertical field of view [3]. Although the photos from a 360° camera 
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contain a lot of information, they are frequently distorted, producing images that are 
blurry or faint. As a result, to present images that are crisper and more precise, 360° 
camera photos must go through a particular process [4]. Additionally, the domains of 
robotics, localization and mapping, autonomous navigation systems, surveillance 
systems, and video communication systems employ 360-degree cameras [2]. Prior studies 
have included 360º video and picture compression, Visual Quality Assessment (VQA), 
and 360º image processing utilizing a visual attention modeling approach [5]. In the 
study, data sets and approaches for visual attention modeling for 360º videos and images 
were reviewed. Subsequently, the subjective and objective quality (VQA) of 360º videos 
and images was surveyed. Finally, methods for compressing 360º videos and images 
using spherical characteristics or visual attention models were reviewed. 

The following study examines 360-degree image processing for autonomous electric 
vehicle systems' surveillance applications [6]. The study covers image processing using 
MATLAB software, which creates software for half cubes, RGB, Mercator, and real-time 
retrieval from 360-degree images. The following study examines the Ricoh Theta S 
camera's 360º dual-imaging picture calibration methods [7]. The study has relative 
orientation stability, including distance, basic element, and rotation matrix between 
distinct camera coordinate systems, and is based on the calibration of equidistant fisheye 
lens models. Because of this, an equidistant mathematical model that made use of the 
Conrady-Brown lens distortion model [8] worked well for determining the Ricoh Theta 
S's internal and relative orientation parameters. Some projects using the NVIDIA Jetson 
Nano can be seen in references [16-25], In this project, NVIDIA Jetson Nano is explored 
in detail by looking at all the performances that can be improved in each project, for 
example in Empowering Intelligent Manufacturing. 

2. Method 
This study aims to standardize images from 360º cameras using different normalizing 

techniques, and then employ the suitable mapping to project them in real-time. The 

NVIDIA Jetson Nano Developer Kit does all of this processing [9]. The chosen image 

processing outcomes will be used to project normalized images in real-time, followed by 

the collection of questionnaire responses to gather assessment findings and viewpoints 

from several sources. The phases of the research that has been conducted are described in 

Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Flowchart of Research Stages 
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2.1 Processing 360-degree Images for Normalization 
Several picture shape formats, including Fisheye, Dual-Fisheye, Square, Cubemap, 
Equirectangular, Perspective, and Tiles, are used in this study's 360º image 
normalization technique. The OmniCV library then helps with the processing of some 
of these formats [10]. The goal of image normalization mapping is to extract the 
geometry changes' shape from 360º photos. For 360º picture normalization processing 
in real-time, a shape format will be chosen. Experiments are needed in this process to 
obtain the proper normalizing image. Normalized photos must retain the object 
information captured by the camera while providing information from 360-degree 
camera images. 
 

2.2 Spherical Coordinates 
The Spherical Coordinates system or in mathematics denoted as (r, θ, φ) is a 
curvilinear coordinate system that describes the position of a sphere or spheroid. 
These coordinates are in the plane of the x, y, and z axes. The azimuthal angles in the 
x and y planes of the x-axis with 0 ≤ θ < 2π are denoted as θ (2), the polar angles of 
the positive z-axis with 0 ≤ φ ≤ π are denoted as φ (3), and the distance or radius from 
the starting point is denoted as r (1) [11]. Figure 2 is an illustration of spherical 
coordinates. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Illustration of Spherical Coordinates 

 
The transformation from cartesian coordinates to spherical coordinates is: 

 
𝑟 = √𝑥2 + 𝑦2 + 𝑧2           (1) 
𝜃 = 𝑐𝑜𝑠−1 (

𝑧

𝑟
)            (2) 

𝜙 = 𝑡𝑎𝑛−1 (
𝑦

𝑥
)            (3) 

 
The back transformation or transformation from spherical coordinates to cartesian 
coordinates is [12]: 

𝑥 = 𝑟 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜙           (4) 
𝑦 = 𝑟 𝑠𝑖𝑛 𝜃 𝑠𝑖𝑛 𝜙           (5) 
𝑧 = 𝑟 𝑐𝑜𝑠 𝜃            (6) 
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2.3 Cubemap 
A cubemap is a combination of six images that represent the six sides of a cube. This 
image provides information about the environment around the object, which is 
assumed to be the object in the center of the cube [11]. Each side has a horizontal and 
vertical Field of View of 90º. The shape of the Cubemap can be seen in Figure 3. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Cubemap Shape 

 

2.4 Equirectangular 
Equirectangular, cylindrical equidistant projection referred to as Plate Carrée (a carte 
parallélogrammatique projection) which is a form of map projection in which the 
equator line is made parallel to scale and free of distortion, and the meridian lines are 
equidistant in parallel and the square-shaped graticules are represented as two-
dimensional images [11] [13]. An equirectangular image shape is a combination of 
images from two tilt-corrected camera sensors achieved by using attitude data (from 
image metadata) obtained from the camera's internal gyroscope sensor [7]. The 
graticule is the projection of the parallel lines of latitude and meridian lines of 
longitude drawn on the map and the edge lines on the map [14]. Figure 4 illustrates 
the equirectangular mapping. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Equirectangular Mapping 

 

Equirectangular images captured from the front and rear camera sensors have 
dimensions Nx and Ny, storing pixels whose image coordinates (column c and row 
l) have the upper left corner as the starting point. This image is normalized to xr and 
yr coordinates that range from 1 to +1, considering the starting point as the center of 
the image (7). Equirectangular images are created as a function of fisheye images 
where it is possible to assume polar coordinates (q, k), in equirectangular images 
ranging from p to +p for q and p/2 to +p/2 for k obtained by equation (8), these polar 
coordinates can be converted to three-dimensional spherical coordinates (px, py, pz) 
with a starting point or center point of the sphere using equation (9). The spherical 
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coordinates (px, py, pz) can be used to estimate the spherical coordinates (θ, rs) of the 
point as in equation (10). The new coordinates (xf and yf) of the three-dimensional 
point of the sphere and the two-dimensional plane can be calculated by equation (11) 
[7]. 

 

𝑥𝑟 = − (−1 + 2 ⋅
𝑐

𝑁𝑥
) ; 𝑦𝑟 = (−1 + 2 ⋅
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𝑝𝑥 = 𝑐𝑜𝑠(𝜆) ⋅ 𝑐𝑜𝑠(𝜌) ; 𝑝𝑦 = 𝑐𝑜𝑠(𝜆) ⋅ 𝑠𝑖𝑛(𝜌) ; 𝑝𝑧 = 𝑠𝑖𝑛(𝜆).   (9) 
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𝑥𝑓 = 𝑟𝑠 ⋅ 𝑐𝑜𝑠 𝜃; 𝑦𝑓 = 𝑟𝑠 ⋅ 𝑠𝑖𝑛 𝜃.      (11) 

 
2.5 Realtime 360º Image Normalization Processing 

In this research, real-time 360º image processing uses the selected shape format to 
provide object information from 360º camera captures. Ricoh Theta S camera [15] is 
used to capture 360º images that will be normalized. But before the results are 
normalized in real-time, they will be tested first with a video recorded with the Ricoh 
Theta S camera. Real-time capture results are not only normalized but also processed 
to produce grayscale and canny images. This is used to test the simple processing of 
the 360º image. 
 

 

3. Result and Analysis 

3.1 360-degree Image Normalization Processing Testing 
Testing is done using several forms of mapping, namely Dual-Fisheye to 
Equirectangular, Equirectangular to Cubemap, Equirectangular to Perspective, 
Cubemap to Tiles, then with the help of OmniCV Library, namely: Equirectangular 
to Fisheye, Equirectangular to Cubemap, and Cubemap to Equirectangular. The 
normalization test results can be seen in Table 1.  
 

 
Table 1. Normalization Testing Results 

 

Conversion Name Input Conversion Results 

Dual-Fisheye to Equirectangular 
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Conversion Name Input Conversion Results 

Equirectangular to Cubemap 

 

 

 

Equirectangular into Perspective 

 

 

 

Cubemap to Tiles 

 

 

Tiles to Equirectangular 
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Conversion Name Input Conversion Results 

Equirectangular to Fisheye with 

OmniCV Library 

 

 

Equirectangular to Cubemap 

with OmniCV Library 

 

 

Cubemap to Equirectangular 

with OmniCV Library 

 

 

 
 

In this test, it can be concluded that the processing from the 360 camera can be 
changed geometrically with various shapes. The equirectangular shape can be used 
to provide comprehensive information about the image captured by the 360º camera. 
 
3.2 Testing Equirectangular Mapping with Local Dual-Fisheye Video 
This test is done by taking the Equirectangular mapping that has been obtained from 
the previous test. The equirectangular mapping will convert the Ricoh Theta S camera 
capture video that provides dual-fisheye video capture results. Figure 5 is a 
screenshot of the video captured with the Ricoh Theta S camera. Figure 6 is the result 
of processing the video with equirectangular mapping. The results are declared 
usable for local video, and can then be used for further development. 
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Figure 5. Screen Capture of Ricoh Theta S Video Results 

 
Figure 6. Screen Capture Results of Processing Results with Equirectangular Mapping 

 

3.3 Realtime 360º Image Normalization Processing Testing 
This test uses a Ricoh Theta S camera connected to an NVIDIA Jetson Nano. Initial 
testing by displaying a direct capture from the camera. The capture from the 
camera is in the form of a Dual-Fisheye shape which can be seen in Figure 7. Then 
testing is done by adding equirectangular mapping. The result of the mapping 
on the camera can be seen in Figure 8. 

 

 

Figure 7. Camera Capture Display 
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Figure 8. Display of Mapping Results 

 

In addition to testing equirectangular mapping, processing of camera captures into 
grayscale and Canny Edge Detection was also carried out. This processing is also 
done in real-time using Python. In Figure 9, the results of grayscale processing and 
Canny Edge detection are shown in Figure 10. Then in Figure 11, the entire 360 image 
processing, grayscale, equirectangular normalization, and Canny Edge Detection are 
shown. The processing is displayed simultaneously on one screen. 
 
 

 

Figure 9. Grayscale Processing Result 

 

Figure 10. Canny Edge Detection Processing Result 
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Figure 11. Processing Results of 360 Images, Grayscale, Equirectangular Normalization, and 

Canny Edge Detection 

 

 

3.4 Realtime 360º Image Processing Software Assessment Survey 
This survey was conducted to provide an assessment of the output results of real-
time 360º image normalization processing. The assessment was carried out by filling 
out a voice questionnaire. The interviewee will be given information about the tool, 
the capture method, and a brief explanation of dual-fisheye images, grayscale, 
equirectangular, and canny edge detection. Then the interviewee will be shown the 
results of 360º image normalization processing in real time.  
The questionnaire provided contains three options for assessing the quality of image 
processing results, namely good, not good, and not good. The image results are 
declared good if the main object does not change its physical form, it is declared less 
good if the main object has a slight change in its physical form, and it is declared bad 
if the object has a significant change in physical form. The survey results can be seen 
in Figure 12. 

 

 

Figure 12. Image Normalization Processing Assessment Survey Results Chart 
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The survey was conducted with 50 people, giving the following results: 45 people 
gave a Good assessment, 5 people gave a Less Good assessment, and 0 people gave a 
Not Good assessment. From these results, it can be stated that the normalization 
processing of 360º images in real-time using equirectangular mapping can be 
understood by the public and can present information captured by 360º cameras as a 
whole. 
 
3.5 Additional analysis for 360 degrees camera 
Furthermore, the analysis of the 360-degree camera can be seen from the level of angle 
accuracy, Figure 13 uses a reference angle of 45 degrees, Figure 14 with an angle of 
90, Figure 15 with an angle of 180, and Figure 16 with an angle of 360 degrees, from 
here we can see the value of angle accuracy compared to the reference angle. The line 
graph is a comparison of angle accuracy and perfect accuracy. The edge detection 
performance can be seen in Figures 17 and 18. 

 

 
Figure 13. Angle Accuracy with reference_angle = 45.0 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 14. Angle Accuracy with reference_angle = 90 
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Figure 15. Angle Accuracy with reference_angle = 180 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16. Angle Accuracy with reference_angle = 360 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 17. Performance of Edge Detection for 360 degress photo 1 
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Figure 18. Performance of Edge Detection for 360 degrees photo 2 

 

 

4. Conclusions and Suggestions 

 
Based on the tests that have been carried out, it can be concluded that the 
normalization processing of 360º images using Python on the NVIDIA Jetson Nano 
Developer Kit mini computer can be done well. The normalization results with 
mapping provide ease of visualization of the 360 camera capture. The first test shows 
that the processing of the 360 camera (Dual-Fisheye) can be changed geometrically 
with various shapes (Equirectangular, Square, Fisheye, Cubemap, Tiles, and 
Perspective). The equirectangular shape can be used to provide information on the 
image captured by the 360º camera as a whole. In the second research, an experiment 
was conducted by utilizing equirectangular mapping on local video. The results 
obtained are that the mapping works well and provides video output that has the 
same quality. The third test was conducted using a Ricoh Theta S camera connected 
to an NVIDIA Jetson Nano. The test results obtained are 360 image normalization 
processing, equirectangular mapping, grayscale, and Canny Edge detection can also 
be applied in real-time. After the test is carried out, a survey is needed for image 
quality assessment of 50 people. With the survey results 90% gave a good assessment, 
10% gave a poor assessment, and 0% gave an unfavorable assessment. It can be stated 
that the real-time 360º image normalization processing using equirectangular 
mapping can be understood by the public and can present the information captured 
by the 360º camera as a whole. 
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