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Abstract: Semarak Dana Cooperative is a savings and loan cooperative located in 
Purwakarta that has experience lending money to its members as many as 162 money 
lending transactions. However, there are 26 instances of bad debts. To avoid bad debts, 
the cooperative needs to classify loans to its members. Classification is done by using the 
K-Nearest Neighbor (KNN) method based on the attributes of employment, income, age, 
credit amount, term, and collateral value. Data taken from as many as 162 members are 
sorted into 2 parts, namely 149 transactions used as training data and 13 transactions used 
as testing data. In addition, the data is also sorted into two classes, namely 136 current 
classes and 26 bad classes. The KNN process consists of four stages. First, determine the 
parameter K nearest neighbor distance. The second stage is to calculate the distance 
between testing data and training data using Euclidean distance. The third stage sorts the 
distance data that has been calculated using selection sort in order from the smallest to 
the largest value of K. The fourth stage calculates the largest number of classes for the 
largest number of classes set as the classification result class. Implementation using 
Borland Delphi and Mysql database. The research method was used by applying the 
Waterfall method. The Waterfall method used is composed of analysis, design, coding, 
and testing. System design using Unified Modeling Language (UML) by describing use 
case diagram, activity diagram, and class diagram. Based on the confusion matrix of the 
KNN classification process, the percentage of accuracy is 77%, precision is 88%, and recall 
is 78%. These results can be said that the results obtained are quite good, which exceeds 
70%. 
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1. Introduction 
Cooperatives are one of the places to provide loans or credit to its members. Many 

members apply for loans or credit with different economic conditions which can cause 
various kinds of problems in the cooperative. One of them is the occurrence of bad credit. 
One of the services of the Semarak Dana Purwakarta cooperative is to provide money 
loans on credit to its members, based on previous experience from 162 money lending 
transactions there were 26 members with bad credit. To minimize the potential for bad 
debts, an analysis is needed to classify previous data based on the benchmarks of the 
attributes of employment, income, age, credit amount, loan repayment period, and the 
value of member collateral. So that in the future it does not cause unwanted credit risks.  
This study uses the K-Nearest Neighbor (KNN) classification algorithm [1,2,3,4,5] to 
classify the feasibility of borrowing money on credit from members of the Semarak Dana 
Purwakarta cooperative. 
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2. Theory 

Design is a series of procedures to translate the results of analysis and a system into 
a programming language to describe in detail how the components of the system are to 
describe in detail how the system components are implemented. implemented. The 
definition of development or building a system is activities to create new systems or 
replace or improve existing systems either in whole or in part. system that already exists 
either in whole or in part [1]. Moreover, Classification in data mining is a data learning 
method to predict the value of a group of attributes. The classification algorithm will 
produce a set of rules called rules which will be used as indicators to be able to predict 
the class of data to be predicted [2]. Moreover, The K-Nearest Neighbor (K-NN) algorithm 
[6,7,8,9,10,11,12] is a method for classifying objects based on learning data that is closest 
to the object. The K-NN algorithm uses a supervised algorithm [13,14,15,16,17]. The 
algorithm stages consist of four stages: 

1. Determine the parameter K = number of nearest neighbors. 
2. Calculate the distance between the data to be evaluated and all training data.  
3. Sort the distances formed (ascending order) and determine the closest distance 

to the Kth order. 
4. Find the largest number of classes from the nearest neighbors, and set that 

class as the evaluated data class. as the evaluated data class. 
The classification process using the KNN method can be seen in the following 

example some data is coming from a questionnaire survey about the classification of 
tissue paper quality whether good or bad [18,19,20,21,22,23], with training objects using 
two attributes of durability and strength. Namely, acid resistance and strength using k = 
4. Table 1 can be seen as training data. 

 
Table 1. Training Data 

X1= durability X2= strength Classification 

8 4 Good 

4 5 Bad 

4 6 Bad 

7 7 Good 

5 6 Bad 

6 5 Good 

 
Test Data: The tissue paper will be produced again with attributes X1 = 7 and X2 = 4 

without having to spend money to conduct a survey, then it can be classified as good or 
bad tissue paper. 

Step 1: Determine the value of k, where k = 4 is selected 
Step 2: Calculate the distance between the data to be evaluated and all training data. 

The results can be seen in Table 2. 
 
Table 2. Calculating Distance 

 X1=resilience X2=strength Distance 

8 4 (8-7)2 + (4-4)2=1 

4 5 (4-7)2 + (5-4)2=10 

4 6 (4-7)2 + (6-4)2=13 

7 7 (7-7)2 + (7-4)2=9 

5 6 (5-7)2 + (6-4)2=8 

6 5 (6-7)2 + (5-4)2=2 
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Moreover, Step 3: Sort the smallest data distance to the largest and pair each class, the 
results can be seen in Table 3. 

 
Table 3. Order of Smallest to Largest Distance 

X1= Durability X2= Power Distance Classification 

8 4 1 Good 

4 5 2 Good 

4 6 8 Bad 

7 7 9 Good 

5 6 10 Bad 

6 5 13 Bad 

 
Step 4: Find the largest number of classes from the nearest neighbors, and assign that 

class as the evaluated data class. Since k=4, then the order 1 to 4 is chosen where the 
number of good =3 and the number of bad = 1, then it is decided that the result of 
classification result is good. Credit is the delivery of goods, services, or money from one 
party (creditor/lender) based on trust to another party (customer or debtor/borrower) 
with a promise to pay from the credit recipient to the credit provider on the date agreed 
by both parties [4]. 

Unified Modeling Language (UML) [24,25] is a standard language for designing 
software in the form of modeling ranging from enterprise information systems to 
distributed web-based applications and even to real-time embedded systems [5]. 
Modeling or designing systems with UML can connect directly to various programming 
languages, such as Java, C++, or Visual Basic, or even to tables in a relational database or 
persistent storage of an object-oriented database [5].  In other words, UML models can 
be applied to many different types of software applications. The term "use case" refers to 
the complete sequence of events in the system as understood from the user's perspective 
[6].  In other words, a use case is a set of sequences of events where each sequence 
represents the interaction of objects outside the system (its actors) with the system itself 
(and its key abstractions) [5]. 

Activity diagrams are graphically used to describe a series of Use Case activity flows. 
Activity Diagrams can be used to model the actions that will be performed when an 
operation is executed and model the results of these actions [10]. The class diagram is a 
set of similar objects. An object has an instantaneous state (state) and behavior (behavior). 
The state of an object is the condition of the object expressed in attributes/properties. 
While the behavior of an object defines how an object acts and reacts [10]. 

With Borland Delphi we can develop GUI-shaped applications, in general, Delphi is 
more widely used for the development of database-based desktop and enterprise 
applications, but as a general-purpose development tool, it is also capable and used in 
various types of software development projects. The consideration of using Delphi is 
because this research requires fast execution to secure text file data where the size of text 
file data varies from small to large, this can be done by Delphi one of the advantages of 
Delphi compiler optimization is very fast [8]. MySQL is the most widely used relational 
database system in the Open Source sector with advantages: fast, stable, easy to learn, 
compatible with popular OSs, and supported by a variety of programming languages [9]. 
A confusion matrix is a data set that only has two classes, one class as positive and the 
other as negative. The confusion matrix contains information comparing the classification 
result label with the actual label [11]. Seen in Table 4 about the confusion matrix. 
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Table 4. Confusion Matrix 

Class Positively Classified Negatively Classified 

Positive TP (True Positive) TN (True Negative)  

Negative FP (False Positive) FN (False Negative) 

 
Furthermore, Selection Sort is also an important part of this research. Selection Sort is 

one method to sort data either the smallest data to the largest or vice versa from the largest 
data to the smallest. The data sorting of the selection sort method is better than the bubble 
sort method [14]. The way this method works is based on finding the element with the 
smallest value, and then exchanging it with the Ith element. Briefly, this method can be 
explained as follows. In the first step, we look for the smallest data from the first data to 
the last data. Then, we swap that data with the first data. Thus, the first data now has the 
smallest value compared to the other data. In the second step, we look for the smallest 
data from the second to the last data. The smallest data we get we swap with the second 
data. And so on until all the data is sorted. An example of the Sorting process using the 
Selection Sort method can be seen in Table 5. 

 
Table 5. Selection Sort Process Example 

Iteration to A [1] A [2] A [3] A [4] A [5] A [6] 

Initial 22 10 15 3 2 8 

I=1,Lok=5 2 10 15 3 22 8 

I=2,Lok=4 2 3 15 10 22 8 

I=3,Lok=6 2 3 8 10 22 15 

I=4,Lok=4 2 3 8 10 22 15 

I=5,Lok=6 2 3 8 10 15 22 

 
 

3. Method 

This research method uses the Waterfall model until the fourth stage, 1) Analysis, 2) 
Design, 3) Coding, and 4) Testing. 3.1 System Analysis 3.1.1 Flowmap of the Current 
System The following is the flowmap of the current system at Semarak Dana Purwakarta 
Cooperative: 1. Narrative of the Current System a. Members fill out the loan data form to 
be submitted b. The leader analyzes the loan from the results of the loan application and 
loan data. c. If it is not complete, return to the member, if it is complete, continue to 
register for a credit loan. d. Registration files are archived. 2. Flowmap of Current System 
The Flowmap of Current System can be seen in Figure 1. 
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Figure 1. Current System Flowmap 

 
Furthermore, a Flowmap of the Proposed System The following is a flowmap of the 
system that is being proposed at Semarak Dana Purwakarta Cooperative: 1. Narrative of 
the proposed system (a). Members fill out the loan data form to be submitted. (b). 
Administration inputs training data and saves training data. (c). Training data results. (d). 
Administration inputs testing data and saves testing data (e). The results of the testing 
data, then the classification process. (f). The results of the classification process, then the 
testing process. The results of the classification process, then the testing process. and (g). 
Proposed System Flowmap The Proposed System Flowmap can be seen in Figure 2. 

 

 
Figure 2. Flowmap of Proposed System 
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Figure 3. Use Case Diagram 

(a)                                           (b) 

Figure 4. (a) Activity Diagram Manage Training Data, (b) Activity Diagram Manage Testing Data 

(a)                                        (b) 
Figure 5. (a) Activity Diagram of Classification Process, (b) Activity Diagram of Testing Process 
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Figure 6. Class Diagram 

 

4. Result and Discussion 

In this Result and Discussion session, we will comprehensively discuss how the Graphical 
User Interface is built. The GUI can be seen from various menus. The menu form includes 
training data, testing data, classification, and testing can be seen in Figure 7. Moreover, 
The training data form is used to manage training data which includes adding training 
data, editing training data, and deleting training data can be seen in Figure 8. The testing 
data form is used to manage testing data which includes adding testing data, editing 
testing data, and deleting testing data can be seen in Figure 9. 

Figure 7. Form Menu 
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Figure 8. Form Data Training 

 

Figure 9. Form Data Testing 

 

The classification form is used to classify credit risk. The classification results can be used to 

determine whether potential credit recipient customers will have the potential for current credit or 

bad credit can be seen in Figure 10. 

 

Figure 10. Classification Process Form 

 
Testing Form The test form is used to compare the classification results of the KNN 
algorithm with the original data, the process can be seen in Figure 11. Moreover, at this 
stage, the author conducts testing to analyze whether this system still has errors that must 
be corrected again, this test focuses on the functional specifications of the system, testing 
can be seen in Tables 6, 7, 8, 9, and 10. 



Iota 2024, ISSN 2774-4353, 04, 02                  362/370 
 

 

 

 

 
Table 6. Menu Form Testing 

No. Test scenario Expected results Conclusion 

1 Click on the training data menu The system displays the training data form valid 

2 Click on the testing data menu The system will display the testing data form valid 

3 Click on the classification menu The system displays the classification data form valid 

4 Click the test menu The system displays the test data form valid 

 
Table 7. Training Data Form Testing 

No. Test scenario Expected results Conclusion 

1 Leave the training data input blank or partially 

inputted and click the save button. 

The system will display a message that the training data 

input has not been inputted all 

valid 

2 input all training data then click the save button Training data is stored in the database, then the results 

are displayed on the training data form. 

valid 

3 Input training number data and click the delete 

button 

Data is deleted from the database, then the results are 

displayed in the training data form. 

valid 

 
Table 8. Testing Data Testing Form 

No. Test scenario Expected results Conclusion 

1 Leave the testing data input blank or partially 

inputted and click the save button. 

The system will display a message that the testing data 

input has not been inputted. 

valid 

2 input all testing data then click the save button The testing data is stored in the database, then the results 

are displayed on the testing data form. 

valid 

3 Input testing number data then click the delete 

button 

Data is deleted from the database, then the results are 

displayed on the testing data form. 

valid 

 
 
Table 9. Classification Form Testing 

No. Test scenario Expected results Conclusion 

1 Leave the testing data input blank or 

partially inputted and click the process 

button. 

The system will display a message that the 

testing data input has not been inputted. 

valid 

2 Input all testing data then click the 

process 

The system will display the results of the 

KNN algorithm classification stage 

process. Then the results are stored in the 

test table 

valid 

 
Table 10. Test Form Testing 

No. Test scenario Expected results Conclusion 

1 Click raffle progress The system will display the percentage of 

classification accuracy of the KNN 

algorithm. 

valid 
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Furthermore, a Measuring the Performance of the KNN Classification Algorithm with a 
Confusion Matrix. In research on the classification of credit risk of members of the 
Semarak Dana Purwakarta cooperative using training data of 149 while testing data of 13. 
Some training data can be seen in Table 11. 
 
Table 11. Data Training 

No. Jobs Revenue Age Total Credit Period Value 

Guarantee 

Risk 

Credit 

1. Private 

Employee 

2 million -5 

million IDR 

21-35 1 million -3 

million IDR 

12 

months 

3 million -6 

million IDR 

bad debts 

2. Private 

Employee 

2 million -5 

million IDR 

21-35 3 million -6 

million IDR 

12 

months 

3 million -6 

million IDR 

Current 

Credit 

3. Private 

Employee 

2 million -5 

million IDR 

36-50 3 million -6 

million IDR 

12 

months 

3 million -6 

million IDR 

bad debts 

4. Entrepreneurship 2 million -5 

million IDR 

51-65 < 1 million IDR 12 

months 

< 1 million IDR bad debts 

5. Private 

Employee 

2 million -5 

million IDR 

21-35 1 million - 3 

million IDR 

12 

months 

< 1 million IDR Current 

Credit 

6. Entrepreneurship < 2 million IDR 21-35 1 million - 3 

million IDR 

12 

months 

< 1 million IDR bad debts 

7. Labor < 2 million IDR 36-50 1 million - 3 

million IDR 

12 

months 

< 1 million IDR Current 

Credit 

8. Breeders 2 million -5 

million IDR 

36-50 1 million - 3 

million IDR 

12 

months 

1 million - 3 

million IDR 

Current 

Credit 

9. Entrepreneurship < 2 million IDR 36-50 3 million -6 

million IDR 

12 

months 

3 million -6 

million IDR 

Current 

Credit 

| | | | | | | | 

| | | | | | | | 

146 ARMED 

FORCES 

2 million -5 

million IDR 

36-50 3 million -6 

million 

12 

months 

3 million -6 

million IDR 

Current 

Credit 

147 Retired 2 million -5 

million IDR 

51-65 3 million -6 

million 

12 

months 

3 million -6 

million IDR 

Current 

Credit 

148 Private 

Employee 

2 million -5 

million IDR 

21-35 3 million -6 

million 

12 

months 

3 million -6 

million IDR 

Current 

Credit 

149 Private 

Employee 

2 million -5 

million IDR 

21-35 3 million -6 

million 

12 

months 

1 million - 3 

million IDR 

Current 

Credit 

 
 
 
 
 
 
 
 

 
 



Iota 2024, ISSN 2774-4353, 04, 02                  364/370 
 

 

 

 

Table 12. Data Testing 

No. Jobs Revenue Age Total Credit Period Value Guarantee Risk 

Credit 

1. Entrepreneurship 2 million -5 

million IDR 

21-35 1 million -3 

million IDR 

3 months < 1 million IDR bad debts 

2. Police 2 million -5 

million IDR 

36-50 3 million -6 

million IDR 

12 

months 

3 million -6 

million IDR 

Current 

Credit 

3. Breeders 2 million -5 

million IDR 

36-50 1 million -3 

million IDR 

3 months < 1 million IDR bad debts 

4. Private 

Employee 

>5 million IDR 21-35 1 million -3 

million IDR 

12 

months 

3 million -6 

million IDR 

Current 

Credit 

5. Entrepreneurship 2 million -5 

million IDR 

21-35 1 million -3 

million IDR 

3 months 1 million - 3 

million IDR 

Current 

Credit 

6. Private 

Employee 

>5 million IDR 21-35 1 million -3 

million IDR 

12 

months 

3 million - 6 

million IDR 

Current 

Credit 

7. Entrepreneurship 2 million -5 

million IDR 

21-35 1 million -3 

million IDR 

3 months 3 million - 6 

million IDR 

bad debts 

8. Private 

Employee 

2 million -5 

million IDR 

21-35 < 1 million IDR 3 months < 1 million IDR bad debts 

9. Farmers 2 million -5 

million IDR 

36-50 3 million -6 

million IDR 

12 

months 

3 million -6 

million IDR 

Current 

Credit 

10. Police 2 million -5 

million IDR 

21-35 3 million -6 

million IDR 

12 

months 

1 million - 3 

million IDR 

Current 

Credit 

11. Labor 2 million -5 

million IDR 

21-35 < 1 million IDR 3 months < 1 million IDR Current 

Credit 

12. Labor < 2 million IDR 21-35 1 million -3 

million IDR 

3 months < 1 million IDR Current 

Credit 

13. Retired 2 million -5 

million IDR 

66-75 3 million -6 

million IDR 

12 

months 

3 million - 6 

million IDR 

Current 

Credit 
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Table 13. Data Training 

No. Jobs Revenue Age Total Credit Period Value Guarantee Risk 

Credit 

1. 1 2 1 2 2 3 bad debts 

2. 1 2 1 3 2 3 Current 

Credit 

3. 1 2 2 3 2 3 bad debts 

4. 2 2 3 1 1 1 bad debts 

5. 1 2 1 2 1 1 Current 

Credit 

6. 2 1 1 2 1 1 bad debts 

7. 3 1 2 2 1 1 Current 

Credit 

8. 4 2 2 2 1 2 Current 

Credit 

9. 2 1 2 3 2 2 Current 

Credit 

| | | | | | | | 

| | | | | | | | 

146 9 2 2 3  2 3 Current 

Credit 

147 7 2 3 3 2 3 Current 

Credit 

148 1 2 1 3 2 3 Current 

Credit 

149 1 2 1 3 2 2 Current 

Credit 

 
 
Table 14. Data Testing 

No. Jobs Revenue Age Total Credit Period Value Guarantee Risk 

Credit 

1. 2 1 2 1 1 2 bad debts 

2. 8 2 2 3 2 3 Current 

Credit 

3. 4 2 2 2 1 1 bad debts 

4. 1 3 1 2 2 3 Current 

Credit 

5. 2 2 1 2 1 2 Current 

Credit 

6. 1 3 1 3 2 3 Current 

Credit 

7. 2 2 1 2 1 3 bad debts 
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No. Jobs Revenue Age Total Credit Period Value Guarantee Risk 

Credit 

8. 1 2 1 1 1 1 bad debts 

9. 5 2 2 3 2 3 Current 

Credit 

10. 7 2 4 3 2 2 Current 

Credit 

11. 3 2 1 1 1 1 Current 

Credit 

12. 3 1 1 2 1 1  Current 

Credit 

13. 7 2 4 3 2 3 Current 

Credit 

 
Based on the training data of 149 in Table 14, the testing data in Table 15 can be classified 
as to whether they have the potential for current or bad credit using the KNN 
classification method. 
 
Table 15. Test data table number 1 

No. Jobs Revenue Age Total Credit Period Value Guarantee 

1. 2 1 2 1 1 2 

 
The solution steps are as follows: Step 1: select k=7 Step 2: Calculate the distance between 
the data to be evaluated and all training data. The results can be seen in Table 16. 
 
Table 16. Distance Calculation Result 

No. Distance 

1. √(1 − 2)2+(2 − 1)2 + (1 − 2)2 + (2 − 1)2 + (2 − 1)2 + (3 − 2)2 = 2,45 

2. √(1 − 2)2+(2 − 1)2 + (1 − 2)2 + (3 − 1)2 + (2 − 1)2 + (3 − 2)2 = 3 

3. √(1 − 2)2+(2 − 1)2 + (2 − 2)2 + (3 − 1)2 + (2 − 1)2 + (3 − 2)2 = 2,83 

4. √(2 − 2)2+(2 − 1)2 + (3 − 2)2 + (1 − 1)2 + (1 − 1)2 + (1 − 2)2 = 1,73 

5. √(1 − 2)2+(2 − 1)2 + (1 − 2)2 + (2 − 1)2 + (1 − 1)2 + (1 − 2)2 = 1 

6. √(2 − 2)2+(1 − 1)2 + (1 − 2)2 + (2 − 1)2 + (1 − 1)2 + (1 − 2)2 = 1 

7. √(3 − 2)2+(1 − 1)2 + (2 − 2)2 + (2 − 1)2 + (1 − 1)2 + (1 − 2)2 = 1,73 

8. √(4 − 2)2+(2 − 1)2 + (2 − 2)2 + (2 − 1)2 + (1 − 1)2 + (2 − 2)2 = 2 

9. √(2 − 2)2+(1 − 1)2 + (2 − 2)2 + (3 − 1)2 + (2 − 1)2 + (2 − 2)2 = 2,24 

| | 

| | 

146 √(9 − 2)2+(2 − 1)2 + (2 − 2)2 + (3 − 1)2 + (2 − 1)2 + (3 − 2)2 = 7,48 

147 √(7 − 2)2+(2 − 1)2 + (3 − 2)2 + (3 − 1)2 + (2 − 1)2 + (3 − 2)2 = 5,92 

148 √(1 − 2)2+(2 − 1)2 + (1 − 2)2 + (3 − 1)2 + (2 − 1)2 + (3 − 2)2 = 2,65 

149 √(1 − 2)2+(2 − 1)2 + (1 − 2)2 + (3 − 1)2 + (2 − 1)2 + (2 − 2)2 = 2 
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Due to space limitations, the results of the calculation of the distance between the 1st 
testing data and the training data number 10 to 145 are not displayed. By using Borland 
Delphi, the results of the calculation of the distance between the 1st testing data and the 
training data number 1 to 149 can be obtained. Steps 3 and 4: sort the data from the 
smallest to the largest value using the selection sort method then take the 7 smallest 
values, and then pair each class the results can be seen in Table 17. 
 
Table 17. Distance relationship between Testing data and Training Data 

No. Data Training Distance Between Testing Data and Training Data Risk Credit 

15 1,41 Current Credit 

121 1,41 bad debts 

143 1,41 Current Credit 

4 1,73 bad debts 

7 1,73 bad debts 

42 1,73 Current Credit 

43 1,73 bad debts 

 
Step 5: Find the largest number of classes. credit risk there are two classes, namely current 
and bad. The number of bad classes (4) is more than the number of current classes. (3). So 
it can be decided that the classification result is bad. In the same way for the 2nd to 13th 
testing data, the results can be obtained. Overall can be seen in Table 18. 
 
Table 18. Classification Results of Testing Data 

Data Testing Prediction Actual 

1 bad debts bad debts 

2 Current Credit Current Credit 

3 Current Credit bad debts 

4 Current Credit Current Credit 

5 bad debts Current Credit 

6 Current Credit Current Credit 

7 bad debts bad debts 

8 bad debts bad debts 

9 Current Credit Current Credit 

10 Current Credit Current Credit 

11 Current Credit Current Credit 

12 bad debts Current Credit 

13 Current Credit Current Credit 

 
From Table 18 the results obtained: TP = 7; TN = 3 FP = 1; FN = 2, For the Confusion Matrix 
Table can be seen in Table 19.  
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Table 19. Confusion Matrix 

Class Positively Classified Negatively Classified 

Positive 7 2 

Negative 1 3 

 
Accuracy = (TP+TN)/(TP+TN+FP+FN) x 100%= (7+3)/(7+3+1+2) x100% = 77% Precision = 
TP/(TP+FP) x 100%= 7/(7+1) x100% = 88% Recall = TP/(TP+FN) x 100%= 7/(7+2) x100% = 
78% 
 

5. Conclusion 

This research has used a variety of methods that can be used to get the most accurate 
results. The Waterfall method used in this research can show the work steps in this 
research until the testing stage and it is hoped that the system built can provide accurate 
results from the predictions that are being built. This waterfall method consists of 
analysis, design, coding, and testing. System design using Unified Modelling Language 
(UML) by describing use case diagrams, activity diagrams, and class diagrams, with this 
UML being able to provide accurate results from the system being built. Then the KNN 
Algorithm can provide accurate results as well. The KNN algorithm can be used to 
conduct creditworthiness, and the results of confusion matrix testing obtained an 
accuracy percentage of 69%, a precision percentage of 87.5%, and a recall percentage of 
70%. 
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