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Abstract: Education plays a crucial role in improving the quality of human resources and 
is the key to a nation's progress. Bollo DMansel Community Learning Activity Center 
(PKBM) in West Papua provides a Paket C Equivalency Education program to help those 
who are underserved by formal education. The main challenge in this program is to 
increase student graduation rates. This research aims to analyze and predict the 
graduation of Paket C students at PKBM Bollo DMansel using the Naive Bayes algorithm 
method. The data used includes historical student data from 2021 to 2023, with a total of 
128 students. The research steps include data collection, data pre-processing, Naive Bayes 
algorithm application, and prediction model evaluation. The results show that the Naive 
Bayes algorithm can provide graduation prediction with fairly high accuracy. The factors 
that most influence student graduation were identified, including attendance, test scores, 
and participation in activities. This research makes a real contribution to improving the 
quality of education at PKBM Bollo DMansel by providing a prediction tool to identify 
students at risk of not graduating so that timely intervention can be provided. 

 

Keywords: Graduation Prediction; PKBM Bollo Dmansel; Naive Bayes; Data Mining; 

RapidMiner. 

 

1. Introduction 
Education has a crucial role in improving the quality of human resources and is the 

key to the progress of a nation. Education is a conscious and planned effort to create an 
active process of self-potential development, where learners are expected to gain skills, 
noble morals, intelligence, self-control, and spiritual strength that are beneficial to 
themselves and society [1]. In the Indonesian context, education is regulated by the 1945 
Constitution Chapter XIII Article 31 paragraph (1) which states that every citizen has the 
right to receive teaching, and paragraph (2) which states that the government seeks and 
organizes a national teaching system regulated by law [2]. Informal education or out-of-
school education is one solution to reach people who are not served by formal education. 
One form of informal education is the Community Learning Activity Center (PKBM). 
PKBM offers various programs, including Equivalency Education Package C, which is 
equivalent to upper secondary education. The program is designed to help those who 
have dropped out of school, failed the national exam, or do not have access to formal 
education, to get an education equivalent to High School or Vocational School [3]. 

PKBM Bollo DMansel is one of the informal education institutions located on Merdeka 
Street, Sidomulyo Village, Oransbari Sub-district, South Manokwari District, West Papua 
Province. This PKBM specifically offers the Equivalency Education Package C program. 
PKBM Bollo DMansel plays an essential role in improving the education level of the local 
community by providing learning opportunities for those who are not reached by the 
formal education system.  
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Ensuring student graduation in the Package C program is essential, as this graduation 
not only determines the students' future but also affects the quality of education at the 
PKBM itself. Predicting student graduation can assist educational institutions in 
identifying students who are at risk of not graduating so that additional assistance can be 
provided before the exam. By predicting graduation, PKBM can plan more appropriate 
and effective interventions, increase graduation rates, and ultimately improve the quality 
of education provided [4]. 

This research uses the Naive Bayes method [1,2,3,4,5] which is one of the techniques 
or methods of data mining that can be used for the classification process using 
probabilities and statistics that can predict future opportunities based on previous 
experience [5]. This algorithm uses probabilities and statistics to predict outcomes based 
on historical data. In the context of student graduation prediction, the Naive Bayes 
algorithm can analyze test score data and other factors to predict whether a student will 
graduate or not. This method was chosen because of its ability to handle large data and 
provide accurate prediction results with relatively fast computation time. Based on this 
background, the problems formulated in this study are how to apply the Naive Bayes 
algorithm to predict the graduation of Package C students at PKBM Bollo DMansel, what 
factors affect student graduation at PKBM Bollo DMansel, and how accurate the prediction 
of student graduation using the Naive Bayes algorithm at PKBM Bollo DMansel. The 
objectives of this study are to apply the Naive Bayes algorithm to predict the graduation 
of Package C students at PKBM Bollo DMansel, identify the factors that influence student 
graduation at PKBM Bollo DMansel, and assess the accuracy of predicting student 
graduation using the Naive Bayes algorithm [6,7,8,9,10] at PKBM Bollo DMansel. 

 
2. Theory 
2.1 Quality Education 

Quality Education Education is the main foundation for improving the quality of 
human resources that play an important role in the progress of a nation. Effective 
education not only provides knowledge and skills but also shapes character, ethics, 
and positive attitudes. According to recent studies, quality education has a significant 
impact on reducing poverty and improving social welfare [6], [7]. Education also 
plays an important role in shaping individuals' adaptability to social and 
technological change.  

 
2.2 Equality Education 

Equality Education Equality education through non-formal programs such as 
those offered by the Community Learning Activity Center (PKBM) provides 
opportunities for individuals who are not served by formal education. The Package 
C Equivalency Education program, for example, aims to provide education 
equivalent to upper secondary level for those who have dropped out of school or do 
not have access to formal education [8]. Challenges in this program include 
improving student completion rates, which are influenced by various factors such as 
attendance, participation in activities, and test scores. Identifying and understanding 
these factors is crucial to developing effective intervention strategies. 

 
2.3 Naïve Bayes Algorithm 

The Naive Bayes algorithm is a simple but effective probability-based 
classification method, which is based on Bayes' Theorem with the assumption of 
independence between variables. This algorithm has been widely used in various 
applications, including text classification, medical diagnosis, and prediction of 
educational outcomes, due to its ability to provide accurate results even with strong 
independence assumptions [11,12,13,14,15].  

 
2.4 Application of Naive Bayes 

This research applies the Naive Bayes algorithm to analyze and predict the 
graduation of Package C students at PKBM Bollo DMansel. The research process 
includes collecting historical student data from 2021 to 2023, pre-processing the data, 
applying the Naive Bayes algorithm, and evaluating the prediction model. By 
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identifying the factors that most influence student graduation, the model is expected 
to help identify students who are at risk of not graduating, allowing for timely 
intervention. The results show that the Naive Bayes algorithm [16,17,18,19,20] can 
provide predictions with fairly high accuracy, which can be used to improve the 
quality of education at PKBM Bollo DMansel. 

 
3. Method 
3.1 Analysis Data 

This research involves several main stages, starting with data collection from PKBM 
Bollo DMansel's database containing demographic information, test scores, and student 
attendance. The next stage is data pre-processing, which includes data cleaning, missing 
data handling, and data normalization. Missing data was imputed using the mean 
imputation method for continuous variables and mode imputation for categorical 
variables. Furthermore, data exploration was conducted to understand the distribution of 
data and relationships between variables. This analysis used graphical visualization and 
descriptive statistics to provide a clear picture of the analyzed data. 

 

 
Figure 1. Flowchart of Research Method Stages 

 

3.2 System Architecture 
The architecture of the student graduation prediction system with the Naive Bayes 

algorithm consists of several main components as follows:  
 

3.2.1  Data Input 
Student data is obtained from the PKBM Bollo DMansel database, including 

demographic variables (age, gender, socio-economic background), test scores (daily test 
scores, midterm exams, final semester exams), and attendance (percentage of attendance, 
number of unexcused absences). This data was collected for three years (2021-2023), with 
30 students, 40 students, and 58 students per year, respectively. Data collection was 
comprehensive to ensure the accuracy and completeness of the information used in the 
analysis. 

 
3.2.2  Data Pre-Processing 

Data Pre-Processing The collected data is then further processed to ensure its quality 
and suitability for predictive analysis. The pre-processing stage includes cleaning the data 
by identifying and removing outliers and dealing with missing data. Missing data was 
imputed using the mean imputation method for continuous variables such as test scores 
and attendance, and mode imputation for categorical variables such as gender. 
Furthermore, the data is normalized to ensure that all variables are on the same scale, 
which is important for improving the performance of the Naive Bayes algorithm.  

 
3.2.3  Modelling 

The modeling process is performed using the Naive Bayes algorithm, which is known 
to be effective for classification based on conditional probabilities. This algorithm was 
chosen due to its ability to handle datasets with continuous and categorical variables and 
its efficiency in processing large data. The model was built using training data covering 
80% of the total dataset, while the remaining 20% was used as test data. The process 
involved dividing the dataset, building the model by calculating the probability of 
passing based on the attributes, and classifying the students into pass or fail categories. 
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3.2.4  Model Evaluation 
Model performance is evaluated using various metrics such as accuracy, precision, 

recall, and F1-score. Accuracy measures the proportion of correct predictions out of all 
predictions made by the model [12]. Precision calculates the proportion of positive 
predictions that are positive, while recall measures the proportion of positive events that 
are detected by the model. F1-score is the harmonic mean of precision and recall, which 
provides a balanced picture of the model's performance, especially in handling 
imbalanced data. 

 
3.2.5  Prediction 

Prediction The evaluated and refined model is then applied to predict the graduation 
of new students. This process involves using the model to predict graduation status based 
on new input data that includes demographic variables, test scores, and attendance. This 
prediction helps in identifying students who are at risk of not graduating so that 
appropriate interventions can be made early. 

 
3.2.6  Output 

The results of prediction and analysis of factors affecting graduation are displayed in 
the form of a comprehensive report. This report includes visualization of prediction 
results, analysis of variable distribution, and identification of key factors affecting student 
graduation. This output is useful for PKBM Bollo DMansel managers to formulate more 
effective education strategies and improve student graduation rates. 

 
3.3 Naive Bayes Method 

Naive Bayes is one of the methods in machine learning that uses the principles of 
probability calculation and statistics proposed by an English scientist named Thomas 
Bayes. This method is used to estimate the probability of a future event based on 
experience from previous events [21,22,23,24,25]. In particular, Naive Bayes is often used 
in document classification and text classification. The main principle is to use Bayes' 
theorem to calculate the posterior probability of a given class of data, based on the prior 
probability and likelihood of the features. Naive Bayes assumes independence between 
features. 

𝑃 (𝐶|𝑋) =  
𝑃 (𝑋|𝐶).𝑃(𝐶)

𝑃(𝑋)
        (1) 

𝑃 (𝐶|𝑋) is the probability of a class 𝐶 features 𝑋. 
𝑃 (𝐶|𝑋) is the probability of the feature 𝑋 given class 𝐶. 
𝑃 (𝐶) is the a priori probability of the class 𝐶. 
𝑃 (𝑋) is the a priori probability of the feature 𝑋. 

 
3.4 Implementation with RapidMiner 

RapidMiner is open-source software. RapidMiner can be said to be a solution for 
analyzing data mining, text mining, and predictive analysis. RapidMiner also uses 
various descriptive and predictive techniques to provide insight to users so that they can 
make the best decisions [14]. In addition, RapidMiner is also the right choice because it is 
easy to use. The implementation steps include: 1) Data Input: Entering student data into 
RapidMiner. 2) Data Pre-Processing: Performing data cleaning, handling missing values, 
and data normalization using RapidMiner's pre-processing module. 3) Model Building: 
Using the Naive Bayes module to build a graduation prediction model. 4) Model 
Evaluation: Using RapidMiner's evaluation module to measure model performance with 
accuracy, precision, recall, and F1-score metrics. 5) Prediction: Apply the model that has 
been built to predict the graduation of new students. RapidMiner makes this whole 
process easy by providing an intuitive user interface and a variety of ready-made 
modules that can be used without having to write code manually. 
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4. Result and Discussion 
 

4.1 Research Results  
This research uses a dataset of PKBM Bollo DMansel students from 2021 to 2023, 
which consists of 128 students. The data used includes demographic information, test 
scores, and student attendance. After going through the data pre-processing stage, an 
analysis is carried out using the Naive Bayes algorithm to predict student graduation. 
 

4.2 Raw Data Description 
Raw data is initial data or original data that has not been processed or analyzed 
further. This raw data is collected from its source without any additional modification 
or manipulation. Raw Data Collection is also known and referred to as Primary Data, 
then the use of raw data that has been collected from trusted sources of PKBM Bollo 
DMansel administrators is the first step in this research process. The raw data 
obtained consisted of historical student data that included demographic information, 
test scores, attendance, and participation in activities. Table 1 shows an example of 
the raw data display used in this research. 
 
Table 1. Raw data of PKBM Bollo DMansel 
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9202294107xxxxxx Matarenia Saroi Masabui, 01 Juli 1998 P 85 80 80 90 L 

9211014306xxxxxx Anti Induwek Muari, 31 Maret 1998 P 70 75 78 85 L 

9202291201xxxxxx Demianus Mandacan Inggemboisi, 09 Juli 1988 L 60 65 70 80 L 

9202292509xxxxxx Ronald Ruben Mansumber Oransbari, 25 September 1982 L 90 75 75 75 L 

9211026512xxxxxx Natalia Kristiani Mansumber Ransiki, 25 Desember 1994 P 65 70 72 88 L 

9202296304xxxxxx Elsina Yosina Lince Akwan Oransbari, 23 April 1990 P 70 75 80 90 L 

9202290103xxxxxx Lamek Saroi Masabui, 01 April 2001 L 60 75 70 80 L 

9202291205xxxxxx Beni Saroi Masabui, 12 Mei 1964 L 55 60 65 78 TL 

9202294206xxxxxx Supi Saroi Masabui, 27 Juni 1990 L 58 62 68 82 TL 

9202290107xxxxxx Dominggus Indou Ikum, 01 Juli 1974 L 75 80 82 90 L 

9106012711xxxxxx Abraham Sayori Masabui, 01 Juli 1998 L 80 82 85 88 L 

……………. ………….. ………… … … … … … …… 

 
This data includes several important attributes for analysis which include 
information such as student's full name, place and date of birth (TTL), student's 
gender (Jenkel), average daily exam score (UH Score), mid-semester exam score (UTS 
Score), final semester exam score (UAS Score), percentage of student attendance 
during the study period (Attendance %), and student graduation status (Graduation 
Status). These attributes provide a comprehensive picture of the academic and 
attendance profile of students at PKBM Bollo DMansel from 2021 to 2023. 
Data Pre-Processing Data pre-processing is an important stage in text analysis where 
all comments in the raw data are processed to clean the text from elements that are 
not significant for the classification to be performed [5]. The data pre-processing stage 
includes several important steps to ensure the quality of the data used in the analysis: 
1) Data Cleaning: Identifying and removing inconsistent or irrelevant data 2) Missing 
Data Handling: Filling in missing values using mean imputation for continuous 
variables such as test scores and attendance, and mode imputation for categorical 
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variables such as gender and activity participation. 3) Data Normalization: Aligning 
the scales of all variables to improve the performance of the Naïve Bayes algorithm. 

 
4.3 Application of Naïve Bayes 

Application of Naïve Bayes Algorithm with RapidMiner To apply the Naive Bayes 
algorithm, this research uses the RapidMiner data mining tool. The stages that can be 
carried out are as follows: 1) Importing Datasets: - Student datasets are imported into 
RapidMiner from CSV files [10]. The student dataset import process is shown in 
Figure 2. 

 

 
Figure 2. Import student dataset 

 
4.4 Data Pre-processing 

Data Pre-processing: - Used the 'Replace Missing Values' operator to address missing 
data - The 'Normalize' operator was used to normalize test scores and attendance. 3) 
Dataset Split: - The dataset was split into two parts: 80% for training and 20% for 
testing using the 'Split Data' operator. Testing using the split data operator is shown 
in Figure 3. 

 

 
Figure 3. Testing using the split data operator 
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4.5 Model Training 
Model Training: - The 'Naive Bayes' operator is applied to the training dataset to build 
a prediction model. 5) Model Evaluation: - The trained model is tested using the 
testing dataset. - The 'Apply model' operator is used to apply the model to the testing 
data. - The 'Performance (Classification)' operator is used to evaluate the performance 
of the model with metrics such as accuracy, precision, recall, and F1-score [15]. Model 
Evaluation is shown in Figure 4. 

 

 
Figure 4. Model Evaluation 
 
Model Evaluation Results After the Naive Bayes model is applied, the model performance 
evaluation results are shown in Table 2 and Figure 5. 
 
Table 2. Model Performance Evaluation 
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Matarenia Saroi 85 80 80 90 L 1,0 0,0 L 

Anti Induwek 70 75 78 85 L 1,0 0,0 L 

Demianus Mandacan 60 65 70 80 L 0,0 1,0 TL 

Ronald Ruben Mansumber 90 75 75 75 L 1,0 0,0 L 

Natalia Kristiani Mansumber 65 70 72 88 L 1,0 0,0 L 

Elsina Yosina Lince Akwan 70 75 80 90 L 1,0 0,0 L 

Lamek Saroi 60 75 70 80 L 0,0 1,0 L 

Beni Saroi 55 60 65 78 TL 0,0 1,0 TL 

Supi Saroi 58 62 68 82 TL 1,0 0,0 TL 

Dominggus Indou 75 80 82 90 L 1,0 0,0 L 

Abraham Sayori 80 82 85 88 L 1,0 0,0 L 

………….. … … … … …… …….. ……… ………. 

 
 

Figure 5. Confusion Matrix Prediction Model 
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From the evaluation results, the Naive Bayes model performed quite well with an 
accuracy of 86.37%. This accuracy reflects the percentage of correct predictions out of 
all predictions made by the model, which includes correct predictions for the "Pass" 
and "Fail" classes. This figure shows that overall, the model can correctly predict most 
of the students who passed and did not pass, despite the difference in performance 
for the two classes. The model showed high precision for the "Pass" class of 95.51%, 
meaning that out of all the "Pass" predictions, 95.51% were students who passed. The 
recall for the "Pass" class is also high, at 89.47%, indicating that out of all the students 
who passed, the model managed to identify 89.47% correctly. This combination of 
high precision and recall results in an excellent F1 score of 92.23%, indicating that the 
model is very effective in identifying graduating students with a very small number 
of errors. 
In contrast, the model performance for the "Not Passed" class is much lower. Precision 
for the "Did Not Pass" class is only 23.08%, indicating that of all the "Did Not Pass" 
predictions, only 23.08% did not pass. Recall for this class is also low, at 42.86%, 
meaning the model only identified 42.86% of the students who did not pass. The F1 
score for the "Not Passed" class of 30.01% shows that the model often incorrectly 
predicts students who should not have passed as passed, and also misses many 
students who did not pass. The imbalance between the "Pass" and "Not Pass" classes 
likely contributed to this disparate performance, and improving performance on the 
"Not Pass" class may require balancing the dataset or adding more informative 
features. 
 

4.6 Analysis of Factors Affecting Graduation  
Based on the analysis using the Naive Bayes algorithm, the factors that have the most 
influence on student graduation are identified, including final semester exam scores, 
attendance, and participation in activities. 
 
Table 3. Factors Affecting Graduation 

Factor Influence (%) 

End of Semester Exam Score 45 

Attendance 30 

Activity Participation 25 

 
End-of-Semester Exam Grades End-of-semester exam grades have the greatest 

influence on student graduation. As the main indicator of a student's academic ability, 
these grades reflect the understanding of the material taught during a semester [16]. 

Attendance Student attendance is also an important factor affecting graduation [17]. 
Students with high attendance rates tend to have a greater chance of graduating as they 
spend more time following the learning process. 

Participation in Activities Participation in activities, such as group discussions and 
projects, also contributes to student passing. Students who actively participate tend to 
understand the material better and have better study skills. 
 
5. Discussion 

The output of this research shows that the Naive Bayes algorithm is effective in 
predicting student graduation at PKBM Bollo DMansel with an accuracy of 86.37%. From 
the model evaluation, it was found that the precision and recall for the "Pass" class 
reached 95.51% and 89.47% respectively, indicating that the model is very good at 
identifying students who will graduate. However, the performance of the model for the 
"Not Passed" class is less satisfactory with a precision of 23.08% and a recall of 42.86%, 
indicating that the model is still often wrong in predicting students who do not pass. The 
main factors affecting graduation have been identified through further analysis of the 
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features used in the model. End-of-semester exam scores, attendance, and participation 
in activities proved to be significant indicators in determining student graduation. Final 
semester exam scores reflect students' mastery of the material, while attendance and 
participation in activities show students' commitment and involvement in the learning 
process. 

The implementation of this prediction model can assist PKBM Bollo DMansel in 
identifying students who are at risk of not graduating early. Thus, interventions can be 
made proactively to provide additional support for students in need. For example, 
students with low attendance or minimal participation in activities can be given more 
attention to increase their motivation and engagement, while students with low end-of-
semester exam scores can be given additional tutoring. This allows PKBM Bollo DMansel 
to improve the overall graduation rate and ensure that all students have a fair chance to 
succeed. 

 

6. Conclusion 
The research conducted provides output or results that the application of the Naive 

Bayes algorithm in predicting the graduation of Package C students at PKBM Bollo 
DMansel can produce predictions with a fairly high accuracy. From the model evaluation 
results, it was found that the prediction accuracy was 86.37% with good precision and 
recall for the "Pass" class. However, the performance of the model for the "Not Passed" 
class still needs to be improved. The main factors affecting student graduation were 
identified to include final semester exam scores, attendance, and participation in 
activities. Using this prediction model, PKBM Bollo DMansel can identify students who 
are at risk of not graduating earlier, so that appropriate interventions can be made to 
increase their chances of graduating. 

 
7. Suggestion 

To improve the accuracy of predicting the graduation of Package C students at PKBM 
Bollo DMansel, it is recommended that the dataset be enlarged and updated regularly by 
adding variables such as family support and learning motivation. Class balancing also 
needs to be considered by applying oversampling or undersampling techniques. In 
addition, compare the performance of the Naive Bayes algorithm with other algorithms 
such as Decision Tree or Random Forest. The prediction results can be used to design 
intervention programs such as additional tutoring and counseling. Evaluate the model 
periodically with new data and update it if necessary. Also consider the use of technology, 
such as an automated notification system to students and parents about the risk of not 
graduating, to increase their involvement in the education process. The implementation 
of these suggestions is expected to improve prediction performance and help increase 
student pass rates at PKBM Bollo DMansel. 
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