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Abstract: This research aims to increase the accuracy of the classification of mango, corn, 
and potato leaf types using an approach involving feature selection with a genetic 
algorithm (Genetic Algorithm), classification with K-Nearest Neighbors (KNN), and 
image processing in the HSV color space (Hue, Saturation). , Value). The dataset used 
consists of more than 1500 image samples for each type of leaf, with a total of 10 tests 
carried out. The research process begins with processing leaf images in HSV color space 
to extract more representative color information. Next, a genetic algorithm is applied to 
select the most relevant features from the processed image. The selected features are then 
used as input for the KNN model in the classification process. The test results show that 
the proposed method can achieve a classification accuracy of 87,9%. This shows that the 
combination of image processing in the HSV color space, feature selection using a genetic 
algorithm, and classification with KNN can improve performance in recognizing leaf 
types. This research makes significant contributions to the field of image processing and 
classification and shows the potential of using genetic algorithms for feature selection in 
pattern recognition applications. 
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1. Introduction 
The world of technology is currently developing increasingly rapidly in all fields, the 

use of artificial intelligence is also increasing because it makes human work easier. One 
of how artificial intelligence is used is to classify objects, such as types of diseases in 
plants, levels of fruit ripeness, types of fruit or vegetables, and many more. Classification 
is an important part of artificial intelligence because it is very helpful in grouping or 
categorizing various objects. 

Various algorithms have been developed for this classification, one of which is KNN 
(K-Nearest Neighbors) which is known for its good performance in classifying various 
objects,[1], [2] but several journals[3], [4], [5], [6], [7] state that the performance of the 
algorithm KNN will be much better if combined with a feature selection algorithm such 
as a genetic algorithm[4]. In research [5], the use of genetic algorithms and KNN in 
classifying types of disease on oil palm leaves achieved an accuracy level of 100% or it 
could also be called a perfect level of accuracy[8], [9]. The level of perfect accuracy without 
the slightest error is worth asking, this result was obtained because the algorithm 
performance was very good or it could also be due to bias in the data. 
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Following the Journal, the amount and quality of data can affect the resulting level of 
accuracy. Therefore, in this research, we want to carry out further analysis regarding the 
use of genetic algorithms and KNN in classifying 3 classes in three different datasets[10]. 
These three datasets will be given the same treatment as previous research[7] to see the 
performance of the algorithm. If the same level of accuracy is obtained even though the 
datasets used are different, it can be concluded that the algorithm does have a good level 
of accuracy in classifying various objects and can be used for an artificial intelligence 
system for classifying objects because it has high accuracy in various types of datasets[11]. 
However, if the accuracy results obtained have significant differences, there is an 
influence of the dataset on the performance of the algorithm.  

 
2. Literature Review 
2.1 Dataset 

A dataset is a collection of data that is stored to be processed or carried out further 
processing to analyze, predict, or classify the data. Datasets can be structured data stored 
in Excel, or can also be unstructured data such as video, audio, text, and images. Before 
the dataset is used, preprocessing is usually carried out first, such as removing emojis, 
case folding, tokenizing, stopword removal, and others for text data[1], or changing 
image size, segmentation, and removing noise for image data[5]. The purpose of 
preprocessing on a dataset is to correct missing, missing, or noisy data and also to delete 
data that is not needed [1], [5]. 

 
2.2 Genetic Algorithms 

Genetic algorithms are one algorithm that can be used for feature selection. The 
Genetic Algorithm will look for the best features from a set of existing features[12]. This 
algorithm has good performance in any search space [4], [13], [14], [15], [16]. In finding 
the best features, the genetic algorithm has several stages that must be carried out, namely 
[6], [7], [17], [18]: 

1. Determine the initial population by randomly creating chromosomes 
2. Evaluate chromosomes with a fitness function, chromosomes that have a high 

value have the opportunity to bring new individuals into the population. 
3. Carrying out selection using the roulette wheel method aims to find parents who 

can later produce new offspring. The chromosome chosen to be the parent is 
determined by probability from the resulting fitness value. 

4. Carrying out crossovers and mutations to produce new chromosomes from 
previously selected parent chromosomes. This process will stop when the 
algorithm has reached the maximum number of generations and the population 
does not show very significant changes. 

 
2.3 KNN (K-Nearest Neighbors) 

KNN is the most widely used classification algorithm because it is simple and easy to 
apply to the machine learning process and can provide good accuracy results[2], [19]. In 
carrying out classification, the KNN algorithm [21],[22] will calculate the distance to the 
nearest neighbors using the K value, where the K value is a positive integer, the data will 
be grouped based on the value closest to the neighbor [10], [20]. Based on the journal[10], 
the KNN algorithm formula is as follows equation 1. 

 

𝑑(𝑥, 𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖)
2𝑛

𝑖=1         (1) 

 
Based on equation 1, some parameters are explained as follows, d(x,y) is the distance 
between testing data and training data, x is testing data, y is training data, and n is the 
number of training data. 
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3. Method 

 
Figure 1. Research flow diagram 

 
In this research, the method used is as in Figure 1, around 8 stages will be carried out. 

The method used is the same as in the previous journal, only the difference is that feature 
extraction uses one color space, namely HSV, because based on the journal [5], the HSV 
color space provides the best level of accuracy. The method used is the same as before, 
aiming to determine the performance of the algorithm when using different datasets. By 
treating the dataset the same way, the results obtained will also be the same or different. 

 

3.1 Data retrieval 
The data used in this research is secondary data, where the data is taken from open-source 
data provider websites such as Kaggle. There are 3 datasets used, namely the disease 
dataset on mango leaves, the disease on corn leaves, and the disease on banana leaves. 
There are around 3 classes in each dataset and the amount of data in each dataset is 500 
data which will later be divided into 80% for training data and 20% for test data. 
 
3.2 Data pre-processing 
The data pre-processing carried out in this research is the same as previous research [5] 
the data used is resized first, then the image is converted to color channel to b channel 
from the LAB color space, and then image segmentation will be carried out using the k-
means clustering algorithm and do the final thresholding to form the ROI. 
 
3.3 Feature extraction 
Feature extraction is carried out using the HSV color space because based on previous 
research [5], the HSV color space provides better results than other color spaces such as 
RGB, LAB, and HSI. The extraction results in the HSV color space will be selected again 
to find the best features from the HSV color space. 
 
3.4 Feature selection and classification 
The next stage after the data has been extracted will be feature selection first using a 
Genetic Algorithm. Data with the best features from the feature selection results will later 
be classified using the KNN (K-Nearest Neighbors) classification algorithm to see the 
accuracy value of the data. 

 
4. Result and Discussion 

The results of the research carried out were feature selection using HSV image 
processing and genetic algorithms for detecting leaf diseases in mango, corn, and potato 
plants. This research aims to detect leaf diseases with high accuracy. Predictive models 
that use features selected by the genetic algorithm are tested using cross-validation to 
ensure that overfitting does not occur. Testing was carried out 10 times to ensure 
consistency of results. The dataset used in testing consists of more than 1500 test samples 
for each type of leaf (mango, corn, and potato. The results of this research show that 
feature selection using HSV image processing and genetic algorithms can achieve 
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accuracy in getting an average of three types of leaves of 87.9%. Details can be seen in the 
following Table 1. 

 
Table 1. Description of the index value of Leaf 

Leaf 1 2 3 4 5 6 7 8 9 10 

Mango 87 86 88 86 87 86 89 88 88 87 

Corn 82 81 81 81 82 83 82 81 84 81 

Potato 95 95 95 94 94 94 95 95 95 94 

 
Extract important features from leaves using image processing in HSV (Hue, Saturation, 
Value) color space. The HSV color space was chosen because it is closer to human color 
perception than the RGB color space. A genetic algorithm is used to select a subset of traits 
that are most relevant for detecting leaf diseases. 
Moreover, Genetic algorithms are optimization techniques that mimic the process of 
biological evolution. In this study, we use a genetic algorithm to find the optimal feature 
combination that provides the highest prediction accuracy.). The results of the research 
show that trait selection using a genetic algorithm has succeeded in increasing the 
accuracy of the prediction model for leaf diseases in mango, corn, and potato leaves. This 
shows that the genetic algorithm is effective in finding the optimal feature combination. 
The use of the HSV color space for feature extraction has also proven effective in detecting 
leaf diseases, as this color space is more relevant to human color perception and disease-
related color changes. 

 
5. Conclusion 

Feature selection using HSV image processing and genetic algorithms has been 
proven to improve the performance of leaf disease prediction models with an accuracy of 
87.9%. The selected features (H_mean, S_mean, V_mean) provide significant 
contributions in detecting leaf diseases on mango, corn, and potato leaves. Genetic 
algorithms are effective in selecting optimal feature combinations, although they require 
higher computing time. This research shows the great potential of using feature selection 
and genetic algorithms in the development of more accurate and efficient plant disease 
detection systems.  
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