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Abstract: Elections are pivotal moments in a democratic nation, where citizens can 
express their opinions and political preferences. In today's digital era, social media, 
particularly Twitter, has become a crucial platform for expressing sentiments related to 
elections. This research aims to analyze Twitter users' sentiments towards the 2024 
election using the Naive Bayes method, Knowing the public's views, especially on the 
Twitter platform, regarding the 2024 election and implementing the Naive Bayes method 
to classify sentiment. The research method itself consists of data collection from Twitter 
using the Twitter API, data preprocessing including data cleaning, removal of URLs, 
hashtags, duplicate words, normalization of words, tokenization, and removing 
meaningless words using the Rapid Miner application, then testing using training data 
and testing data in the Naive Bayes method., the data obtained from the keyword "2024 
election" on Twitter for the initial data amounted to 2991 data. After going through the 
cleaning process, clean data amounting to 1069 data was obtained. From the tested data, 
the results obtained are as follows: The precision class produces an average percentage 
of true positives of 100.00% while negatives of 81.48%. Class recall produces a percentage 
of 98.95%, and the accuracy of testing the model is 99.00%. The research results show that 
the Naive Bayes method has been successfully applied to analyze Twitter user sentiment. 
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1. Introduction 
Social media has a vital role in the digital era of human life today because it provides 

many platforms for humans to share news and information and express their opinions in 
public. Platforms such as Facebook, Twitter, TikTok, and Instagram provide features for 
humans to exchange opinions and information supported by a wide range of areas, 
making it easy for us to connect. Social media platforms are very important in 
determining policies and public reactions to these elections in politics, especially general 
elections. 

Elections are an important political process in a democratic country, and Indonesia is 
no exception. In today's digital era, social media platforms such as Twitter provide a 
platform for users to share opinions, voice political preferences, and express sentiments 
related to elections. Therefore, analyzing Twitter user sentiment towards elections can 
provide valuable insights for political stakeholders in understanding voter preferences 
and measuring the level of support for certain candidates or political parties. There are 
many methods in Rapid Miner Software, and one of the most effective and popular 
sentiment analysis methods [1,2, 3, 4, 5, 6] is the Naive Bayes method. 

This method is based on Bayes' theorem and uses probability models to classify 
Twitter users' sentiments into positive, negative, and neutral categories. The Naive Bayes 
method is suitable for sentiment analysis because it quickly models the relationship 
between text features and sentiment labels and provides fairly accurate results in various 
cases [7, 8, 9, 10, 11, 12]. 
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The formulation of the problem from the existing background is how to identify and 
analyze the sentiment of Twitter users towards the 2024 election. How many are positive, 
negative, and neutral, and how is the data tested for accuracy and effectiveness of 
sentiment analysis [13, 14, 15, 16] using the Naive Bayes classification method? What is 
the effectiveness of the Naive Bayes method in classifying Twitter user sentiment towards 
the 2024 Election, and what are the factors that influence the polarization of Twitter user 
sentiment towards the 2024 Election? This research aims to find out the views or opinions 
of Twitter users on the 2024 election, how many have positive opinions, and how many 
are negative using the Naive Bayes method in naive Bayes software. This research will 
help understand the sentiment patterns of Twitter users related to elections. It can provide 
important insights for related parties, such as political parties and candidates, in 
understanding public opinion. 

 
2. Method 

This research aims to classify the sentiment of Twitter users towards the 2024 election 
so that it can provide an analysis of the community, especially the Twitter platform about 
this election, how many percent gave a positive response, and how many percent gave a 
negative response. The scope of this research itself is only limited to the Twitter platform, 
other social media platforms will not be discussed. 

 
2.1 System Design 

The system design that will be carried out in this research is divided into data 
crawling, preprocessing, classification method, and results. Data retrieval is done 
using the Twitter API token process in RapidMiner software. The tweet data collected 
includes ID from the user, user ID, and text. In the Twitter data retrieval stage, using 
the API in Rapidminer, the #pemilu2024 hashtag data is automatically retrieved. The 
raw data is then converted to Excel format and will go through data processing by 
labeling. The labeling is done manually according to the predetermined sentiment, 
namely positive sentiment for hashtag #pemilu2024 positive comments and negative 
sentiment for hashtag #pemilu2024 negative comments. 
After the data has its label, it is separated into two parts, namely training data and 
testing data. Training data is used to classify tweets in their sentiment class, and the 
amount of data is greater while testing data is used to test how accurate the data that 
has been trained is. Moreover, System Design can be seen in Figure 1. 

 
Figure 1. System Design 

 



Iota 2024, ISSN 2774-4353, 04, 03                  575/580 
 

 

 

 

2.2 Preprocessing 
Preprocessing is done to avoid invalid data, interference with data, and inconsistent 
data. This study's text processing stages include: 1. Removing URLs 
(http://www.situs.com), and email will be deleted at this stage 2. Removing Twitter 
Special Characters: This stage removes Twitter special characters such as hashtags 
and usernames and special characters such as retweets. 3. Tokenization Tokenize or 
tokenization is the process of collecting all the words that appear and removing any 
read or symbol that is not a letter. (Muthia, 2017) 4. Case Folding Case Folding is the 
process of uniformizing the shape of letters into uppercase or lowercase letters 5. 
Stopword Is removing words that do not affect the classification process. 
 

2.3 Classification Method 
The method used in this research is the naive Bayes method using RapidMiner 
software. Naive Bayes is a popular machine learning method, the easiest to 
understand, and also has good performance. 

 
3. Result and Discussion 

The results of this research will be explained in detail in this chapter using the naive 
Bayes method and the implementation of the classification. Retrieving data from 
Rapidminer software to Twitter can only be done after getting API key connections from 
Twitter. After the Twitter API connection has been connected, the next step is to search 
for data or what is commonly called crawling data by clicking on the #pemilu2024 hashtag 
query in Rapidminer; keep in mind that data retrieval using the keyword method can 
only take a maximum of 100 data in one search, meaning that if we want to retrieve any 
data, we have to crawl the data on twitter several times. The data obtained from the 
keyword election 2024 on Twitter for the initial data is 2991 data that has not been cleaned 
and must be converted into Excel data format to be processed. Then, the data is cleaned 
by removing unnecessary words such as retweet, URL, hashtag, mention, and others 
using the "Replace" operator in Rapidminer can be seen in Figure 2. 

 

 

Figure 2. ‘Replace’ Operator 

 

3.1 Classification Method 
After going through the fireplace process, 1069 clean data were obtained, which 

were then processed in Rapidminer to determine the sentiment of Twitter user 
comments on the 2024 election. Then, to improve the quality of sentiment and ensure 
data security, data processing text is carried out using the "Tokenize" operator; 
tokenization replaces actual values with opaque values to obtain data security. 
Tokenize is also often called collecting all data that appears and eliminating any read 
or symbol that is not a letter. This process is continued by changing the letters that 
are still capitalized into lowercase letters by clicking the "Transform cases" operator, 
then removing English stopwords from the data using the "Filter Stopword" operator 
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and replacing them with language stopwords, then continuing filtering based on their 
respective content by clicking the "Filter token by length" operator. After completing 
the data tokenization process, the next step is manual labeling to become a reference 
material in predicting sentiment. Then, the applied model process was performed to 
see sentiment predictions in Rapidminer using 570 data samples manually labeled. 
For the prediction of the applied model in Rapidminer using 570 data samples, the 
following results were obtained, Example of Set Prediction Apply Model can be seen 
in Figure 3. 
 

Figure 3. Example of Set Prediction Apply Model 

 

Description: After testing with data samples, it was found that the more samples 
tested, the more accurate the sentiment analysis prediction [17, 18, 19, 20] in 
Rapidminer. This process means that the more data samples tested, the better the 
accuracy of testing in RapidMiner. 

 

3.2 Naive Bayes Application Results 
Naive Bayes is the most popular classification method and is highly accurate. The 

basic concept of the Naive Bayes method is to classify data based on simple 
probabilities. It is designed to be used with the assumption that the explanatory 
variables are independent of each other. Referring to the data processed by the author 
on the previous page in the Naive Bayes method, there are several sentiment 
categories, including positive, negative, and neutral. However, in this study, the 
authors only took positive and negative categories because they were more inclined 
to find out hate speech and good speech about the 2024 election. The naive Bayes 
Classification Model can be seen in Figure 4. 

 

 

Figure 4. Naive Bayes Classification Model 
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Classification modeling using the Naive Bayes method, as in Figure 4 above, aims 
to achieve positive and negative sentiment by classifying 2 types of data, namely 
training data and testing data. In this study, the algorithm produces 99.9% accuracy 
using the Naive Bayes method. From testing the results of the data with Rapid Miner, 
we will get class precision and class recall; what is meant by class precision is the ratio 
of relevant documents to the total query result documents, while class recall is the 
ratio of the number of relevant documents retrieved to the total relevant documents, 
for the display of training data and testing data can be seen in Figure 5. 

 

Figure 5. Data Training 

 

Training data has been manually labeled as a reference when it is tested for 
accuracy in Naive Bayes. This data teaches the Naive Bayes model how to classify 
new data. Usually, training data consists of features (attributes) and labels (desired 
class or category). Data Testing can be seen in Figure 6. 

 

 

Figure 6. Data Testing 
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After the training data has been created and the data analysis model is obtained, 
the next step is determining the testing data or test data. The testing data itself is a 
collection of data used to test or evaluate the model's performance from the training 
data and, of course, has not been labeled positive or negative. The testing data itself 
tests machine learning after the model has been trained using training data. 

 

3.3 Analysis Classification Results 
The classification results were obtained after testing sentiment analysis using the 

naive Bayes method. As many as 472 people gave positive comments on the 2024 
election, while 22 others gave negative comments with an accuracy reaching 99.00%. 
With the following prediction levels: For the precision class, the average percentage 
of true positive is 100.00% while negative is 81.48%. Meanwhile, the recall class 
produces 98.95% for true positive and 100 for true negative. The following 
classification results are seen from the performance operator. Performance Tabel can be 

seen in Table 7. 
 

Figure 7. Performance Tabel 

 

From the performance testing table in Figure 7, it can be seen that class precision 
produces a percentage of 81.48% while class recall is 98.95%, with accuracy reaching 
99.00%. The distribution of words can be seen in Figure 8. 

 

 
Figure 7. Table Distributor 

 

In the context of Naive Bayes, the distributor table usually refers to the word 
probability distribution table calculated based on the training data. This table 
presents the probabilities of words appearing in each class or category. It is an 
important part of the Naive Bayes algorithm for text classification, as it provides the 
information needed to calculate the conditional probabilities of words in the text to 
be classified. The implications of this research lead to several aspects where we can 
see responses to find out the public's opinion on the 2024 election, how many are 
positive and also how many have negative sentiments so that we can know the 
tendency of the results of the classification with the Naive Bayes method with data 
on Twitter with the application of the classification method that makes us know how 
Twitter users view the general election that will take place this year, and because of 
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the limited time and data in this study, further research is expected to take and use 
more data coverage from the results of crawling data on Twitter about elections in 
Indonesia and the application of other classification methods by making comparisons 
so that they can see which one is better. It can also provide a more accurate picture of 
the results of this study. 

 
5. Conclusion 

This research aims to determine the public sentiment towards the 2024 election by 
applying the Naive Bayes Classifier method. How many people have positive or negative 
sentiments? Through data collection from Twitter processed in Rapidminer software, this 
research more or less answers how people's reactions and opinions, especially Twitter 
users, towards this election. The results showed that the Naive Bayes method was 
successfully applied to analyze the sentiment of Twitter users. The results of this study 
show how the public's opinion on this election is that most people are positive; it can be 
seen from the tests carried out with training data totaling 500 data and testing data 
totaling 592 data taken from Twitter using rapid miner software that it is easier to provide 
an overview of the sentiment analysis classification results of this study with the results 
as many as 472 people gave positive responses while 22 people gave negative responses. 
The accuracy obtained from this test is 99.00%; class precision produces a percentage of 
100.00%, while class recall produces a percentage of 98.95%. The model can be applied to 
see the sentiment of Twitter users towards elections in positive and negative forms.  
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