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Abstract: The ability to read and write (Literacy skill) is an essential thing that needs to 
be known early by children. Children can build applications such as simple games, 
desktop applications, and websites, several programming languages support the 
development of children's thinking skills such as C++ on Arduino boards, Raspberry Pi, 
and other Microcontrollers. Python and MicroPython are also easy to learn, as well as the 
development of Artificial Intelligence (AI) and its Platform which is so rich in libraries, 
applications, and other applications. In creating applications with certain extensions, 
compatibility, and also speed when applied to all PCs in general. This research discusses 
comprehensively how to build a simple Python-based application by converting voice 
and text, and this application can be applied to the general public, especially for Kids and 
also disabilities. 
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1. Introduction 
Indonesia is a vast country, one of the things that until now in 2025 is education that 

is still uneven in areas such as eastern Indonesia, for example, Papua and East Nusa 
Tenggara, although there have been many government activities that try to improve the 
standard of living of the people there, especially education, but still need to be improved 
in terms of the quality of education. Educators also need to be certified to be able to teach 
according to the teaching criteria and curriculum. The main problem that still occurs and 
is experienced by some elementary schools in Indonesia is the delay in mastering 
language, reading, and writing. Several ways have been done to accelerate language and 
writing skills. 

Moreover, in the current Prabowo-Gibran administration, many things are promoted, 
including free lunches and also curriculum reform for elementary schools, namely the 
implementation of programming languages or coding as a strong foundation for children 
to become computerized and capable programmers. This paper is one of the results of 
research where the program creation process is made using the Python programming 
language which is easy for children and can be applied and tested to help children learn 
to write, listen, and also interact, do trial and error on python programs and also learn 
debugging. 

In this research, we will design a simple program that reads or converts text to voice 
and vice versa. The coding of this program will then be submitted to elementary schools 
where Langlangbuana University Bandung students conduct fieldwork practices or Real 
Work Lectures (KKN), as a form of application of a tool or system for the community as 
one of the student contributions to the community in real terms. One of the problems 
found by the Rector of Langlangbuana University when visiting KKN students in one of 
the elementary schools (SD) in Soreang, Bandung Regency, West Java is the lack of 
reading and writing skills. This problem is experienced by most students who are in class 
3 of Karamat Mulya Elementary School, Soreang. This is a big homework for all KKN 
students from Langlangbuana University to unite in completing this small project, for the 
welfare of the community, especially elementary school children in helping to accelerate 
their reading and writing skills. 
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2. Literature Review 

2.1 Python Programming Language 

In its journey until now, Python continues to be one of the most popular open-
source programming languages for programmers and many people who are 
beginning to learn this programming language. Previously there were C, Pascal, and 
other programming languages that were difficult to understand, but if mastery starts 
from these programming languages, it will accelerate the understanding of the 
Python programming language. Python is a high-level language that will make it 
easier for users to understand and also comes with the choice of whether Command 
Prompt or GUI like Visual Studio Code which can be installed for free. 

Python programming language is simple compared to C++, Python and its 
derivative MicroPython can be applied to embedded systems to build Internet of 
Things (IoT) applications for example. Python is perfect for beginners and can also be 
developed to work on various projects that are very useful at this time, such as 
Artificial Intelligence (AI), automation, WEB development, and software 
development. 

Python supports features such as data analysis, artificial intelligence, WEB 
development, automation, and software development. Python is equipped with code 
blocks that are easy to understand and also neat and Python supports object-oriented 
programming (OOP), functional programming, and imperative programming. 
Python is also supported by an extensive library to accelerate application 
development, Python is flexible and can be run on various platforms such as 
Windows, macOS, and Linux. Applications that support software development such 
as data science, machine learning, and Deep Learning [19]. 

 

 

 
Figure 1. Python Basic Structure 

 
Moreover, from Figure 1, we can see the structure of the Python programming 

language starting from Syntac, data types, structure control, functions, and OOP. 
With OOP Python can accomplish include Class, Object, Inheritance, Encapsulation, 
and Polymorphism. In detail, to practice Python Programming, it is necessary to 
continuously practice and also trial and error, if there is an error, you can investigate 
the location of the error in Syntac, or errors in identifying a program, program 
punctuation, and other errors. From this, students can also be trained to be creative 
in self-development through the Python programming language. 

 

2.2 Graphical User Interface 

Furthermore, if computers in the past such as MS.DOS used a black layer, even 
used in some machines withdrawing money at ATMs, this is called a Non-Graphical 
User Interface (Non-GUI) because it only runs on the Command Prompt platform or 
black layer, although there are several commands, all based on text, we input a text 
or syntax program, then we will switch automatically. But this is time-consuming, 
less dynamic, less interesting, and less flexible, so GUI-based emerged. 

GUI (Graphical User Interface) is an interface that is a graphical element such as 
icons, buttons, menus, and even some images that attract the attention of users so that 
users can interact in the system properly. The opposite of GUI is Non-GUI or CLI 
(Command Line Interface), Where each command must be typed first before moving 
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to another facility or menu. Operating systems that have used the GUI are Windows, 
macOS, and Android, as well as Linux not all use the CLI, some of the initial Linux 
Ubuntu displays, for example, use the GUI to enter certain menus. 

 

 

Figure 2. GUI Structure 1 

 

Figure 3. GUI Structure 2 

 
Moreover, from Figures 2 and 3 it can be seen that the GUI structure is so complex, 

that each of these elements needs to be achieved so that the GUI can be built properly, 
starting from Windows Elements, Layout Elements, Event Handling, 
Widgets/Controls, and Graphics & Styling, and each of these elements has 
components that are related and complement each other into a unified system that 
builds the GUI to the maximum. 

 
3. Method 
3.1 Conversion Technique 

In this paper we will discuss the method of converting Text to Speech System 
[1,2,3] and Speech to Text System using Python Programming, Flowchart System in 
detail can be seen in Figure 4 and Figure 5. The process of converting text to audio 
through several stages, namely text processing which consists of normalization and 
tokenization, then proceed with text analysis which consists of part of speech and 
syllable structure, then proceed with phonetic analysis which consists of phoneme 
sequence and pronunciation [16,17,18,20], then proceed with prosody generation 
which consists of pitch, duration, and intensity, then proceed with waveform 
synthesis which consists of concatenative and neural TTS, then from these results 
audio output is produced. Python programming language with several libraries can 
produce audio output from text input. 

Moreover, the conversion of speech to to-text system starts from the input audio 
which then goes through the audio preprocessing process which consists of Noise 
reduction and signal enhancement [4,5,6], then continues the feature extraction 
process which consists of MFCC and Spectogram, then continues with Acoustic 
Model Processing which consists of Neural Network and Hidden Markov Model, 
then continued with Language Model Processing which consists of Grammar rules 
and Word sequence, then the Decode & Recognition process, bypassing these stages 
the output text can be created. 
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Figure 4. Text to Speech System  

 

 

Figure 5. Speech to Text System 
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3.2 Hidden Markov Model 
3.2.1 Speech-to-Text (Speech Recognition) 

This Hidden Markov Model (HMM) works by converting starting Speech to text 
recognition by doing the Pro-processing step which is converting the raw sound 
signal with the noise cleaning and normalization process. Next is Feature extraction 
which is converting the sound signal into MFCC (Mel-Frequency Cepstral 
Coefficients), this feature represents the spectral characteristics of sound in the 
frequency domain. The next process is HMM Training which is the process of training 
data consisting of audio text and representing it to sound units usually phonemes. 
The model learns the probability of transition between states and the probability of 
feature emission. Moreover, the next process is Decoding which uses Viterbi 
Algorithm to find the most likely sequence state and combine it with the language 
model to produce a plausible text. 

 
3.2.2 Text-to-Speech (Speech Synthesis) 

The next process is Text-to-speech [7,8,9], starting with the recognition of the text, 
which converts the text to the predicted sequence of phonemes and prosody 
(intonation, stress, duration). The next step is HMM Synthesis, which is the process 
of converting phonemes to a sequence of HMM states and then changing the acoustic 
parameters (pitch, spectrum) generated from the model. The next process is 
Waveform generation, which is the process of changing acoustic parameters 
converted to sound signals [10,11,12], and then a vocoder is used to produce natural 
sounds [13,14,15]. The details of the Hidden Markov Model are shown in Figure 6. 

 
 

 

 

Figure 6. Hidden Markov Model 
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4. Result and Analyzes 
4.1 Direct approach and data collection 

The next step is to collect data directly, namely by conducting a direct survey at 
Karamat Mulya Elementary School as shown in Figure 7, and entering the classroom. 
In this case, the Practical Students directly asked a question that had to do with 
reading and writing. From the survey results and data collection, the value is 
obtained as shown in Figure 8. 

Moreover, from the data collection in Figure 8, it is quite clear that there are 
children who cannot read and write as shown in class 3 of Karamat Mulya Primary 
School. From the data, 10 children still get less than equal to 6 for their score, while 
11 children can read and write. The highest score is 9, obtained by 2 students, a score 
of 8 is obtained by 3 students, and a score of 7 is the most by 6 children. In the next 
step, the students coded a program from Python and then gave it to the school, 
namely 1 computer with Speech recognition coding added with a Graphical User 
Interface (GUI) so that elementary students would find it easier to do the conversion 
process. 

 

 
Figure 7. Literacy testing in Karamat Mulya Elementary School, Soreang, West Java 

 

 
Figure 8. The resulting value of Literacy testing 
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4.2 Data Conversion Processing using Python 

Furthermore, the main step in running the SpeechRecognition program is the 

installation of the Library. As shown in Figure 9. 

 

 
 
Figure 9. SpeechRecognition Library in Python 

 

Moreover, after the SpeechRecognition installation process is successful, the next 

step is to run the SpeechRecognition and TextRecognition programs that have been 

built using the Python Language. For SpeechRecognition coding and vice versa can 

be seen in Pseudocode 1 and 2. 

 

ALGORITHM SpeechToText – [ Pseudocode 1 ] 

 

1. Global Variable 

DECLARE recognizer 

DECLARE root_window 

DECLARE status_label 

DECLARE hasil_text 

DECLARE hasil_label 

 

2. The main function of converting voice to text 

PROCEDURE suara_ke_teks() 

    BEGIN 

        CREATE new recognizer object 

        TRY 

            OPEN microphone as audio_source 

                SET status_label text = "Mendengarkan..." 

                UPDATE root_window display 

                 

          ADJUST recognizer for ambient noise using audio_source 

                RECORD audio from audio_source 

                 

          CONVERT audio to text using Google Speech Recognition 

(Indonesian) 

           SET hasil_text = "Anda mengatakan: " + converted_text 

           SET status_label text = "Selesai" 

                 

        CATCH UnknownValueError 

           SET hasil_text = "Google Speech Recognition tidak dapat 

memahami audio." 

           SET status_label text = "Kesalahan" 

             

        CATCH RequestError as error 

           SET hasil_text = "Permintaan gagal: " + error_message 

           SET status_label text = "Kesalahan" 

    END 
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3. Handler function for a start button 

PROCEDURE on_start_button_click() 

    BEGIN 

        CALL suara_ke_teks() 

    END 

 

4. Main Program 

PROCEDURE Main() 

    BEGIN 

        4.1 Main window initialization 

        CREATE main window as root_window 

        SET window title = "Suara ke Teks" 

         

        4.2 Creating a frame 

        CREATE frame in root_window 

        SET frame padding = 40 pixels 

         

        4.3 Creating GUI Components 

        CREATE label as status_label 

        SET status_label text = "Klik tombol untuk mulai merekam" 

        SET status_label vertical padding = 40 pixels 

         

        CREATE button as start_button 

        SET button text = "Mulai Rekam" 

        SET button command = on_start_button_click 

        SET button vertical padding = 40 pixels 

         

        CREATE variable hasil_text 

        CREATE label bound to hasil_text 

        SET label word wrap = 1000 pixels 

        SET label vertical padding = 40 pixels 

         

        4.4 Running the app 

        START main event loop 

    END 

 

5. Starting the program 

CALL Main() 

 

Furthermore, Pseudocode 2 shows the conversion process from text to voice. It is 

necessary to install gTTS beforehand. 

 

 
 
Figure 10. Text to Speech Library in Python, i.e. gTTS 
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Figure 11. Text to Speech Library in Python, i.e. play sound 

 

ALGORITHM TextToSpeech 

 

1. Global Variable 

DECLARE root_window 

DECLARE entry_teks 

DECLARE entry_direktori 

DECLARE entry_nama_file 

 

2. Function to convert text to voice 

PROCEDURE teks_ke_suara(teks, direktori, nama_file) 

   BEGIN 

       CREATE path object from direktori 

        

       IF the directory doesn't exist THEN 

           CREATE directory with parents 

       END IF 

        

       SET full_path = combine directory path and filename 

        

3. Text-to-audio conversion 

       CREATE gTTS object with: 

           text = teks 

           language = "Indonesian" 

        

       SAVE audio to full_path 

       PRINT "File audio telah disimpan sebagai " + full_path 

        

       PLAY audio file from full_path 

   END 

 

4. Function to select a directory 

PROCEDURE pilih_direktori() 

   BEGIN 

       OPEN directory selection dialog 

       IF directory selected THEN 

           CLEAR entry_direktori 

           INSERT selected directory to entry_direktori 

       END IF 

   END 
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5. Functions to handle conversion 

PROCEDURE konversi_teks() 

   BEGIN 

       GET text from entry_teks 

       GET directory from entry_direktori 

       GET filename from entry_nama_file 

        

       IF text AND directory AND filename are not empty THEN 

           CALL teks_ke_suara(text, directory, filename) 

           SHOW info message "Konversi selesai dan audio telah diputar!" 

       ELSE 

           SHOW warning message "Semua field harus diisi!" 

       END IF 

   END 

 

6. Main Program 

PROCEDURE Main() 

   BEGIN 

       6.1 Main window initialization 

       CREATE main window as root_window 

       SET window title = "Teks ke Suara" 

        

       6.2 Create GUI components 

       CREATE label "Masukkan teks:" 

       CREATE entry field as entry_teks with width 50 

        

       CREATE label "Pilih direktori untuk menyimpan:" 

       CREATE entry field as entry_direktori with width 50 

       CREATE button "Browse" with command pilih_direktori 

        

       CREATE label "Nama file: tambahkan *.(mp3)" 

       CREATE entry field as entry_nama_file with width 50 

        

       CREATE button "Konversi ke Suara" with command konversi_teks 

        

       6.3 Set the padding for all components 

       SET padding x=10, y=5 for all components 

        

       6.4 Running the app 

       START main event loop 

   END 

 

7.  Starting the program 

CALL Main() 

 

 

4.3 Graphical User Interface of the Conversion System 

Furthermore, here is the result of running the program, the Speech to Text GUI, 

to start you can click the Start Record button. Furthermore, Figure 12, will continue 

with the display in Figure 13, namely Listening to sound. The results can be seen in 

Figure 14 where the results said are at the bottom, namely, You Say: "testing", for 

example. 
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Figure 12. GUI Speech to Text start 

 

 
Figure 13. GUI Speech to Text, Listening to sound 

 

 
 

Figure 14. GUI Speech to Text, provide voice-listened result text 

 

Furthermore, Figure 15 is the Text to Voice display, which is to enter the text that 

will be made into a voice, then specify the storage directory and also add a voice 

extension directory such as *.mp3. as shown in Figure 16. After the conversion process 

has been carried out, a notification will appear as in Figure 17. You can see and listen 

to the converting sound in Figure 18. Usually, it is stored according to the desired 

extension *.mp3. 
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Figure 15. GUI text-to-speech 

 

 
Figure 16. File names and directories in GUI Text to Speech 

 

 
 

Figure 17. Notification that the text-to-audio conversion has been played and also saved 
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Figure 18. Audio files that have been saved can be re-run. 

 

 

 
Figure 19. Technology Effectiveness by Usage Group 

 

 
Figure 20. Learning Progress for 6 months of use 
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Figure 19 is a prediction of the use of this program if applied to various age 
conditions and conditions of a person's disability. This figure is not true, because the 
condition of each person with a disability and children who continue to improve their 
learning patterns and understanding will make this graph floating or still changeable. 
While Graph Figure 20 shows the increase in the learning process from day to day in 
the x data above in months, it has increased even though it is not significant, between 
children and disabilities are almost the same, but disabilities are still superior because 
children are still experiencing growth in understanding day by day, while disabilities 
already understand the learning process but only because of physical deficiency 
problems such as blindness for example. 

 
5. Conclusions 

The Speech-to-text and text-to-speech conversion program given to the children of 
Karamat Mulya Elementary School is one example of a simple product that will train 
children in writing and also deliver the results automatically. This will train children's 
independence in learning and also the process of automatic proofreading. This system 
will help in improving discipline and regular practice in writing and also listening to the 
results of their writing whether understood by the computer or not. This system will 
continue to be developed to make children able to read and write easily, with a system 
that can guide children in writing, recognize the type of keyboard on the computer, pour 
the results of handwriting into a regular book, and then copy it on a computer such as 
Ms.Office Word or Notepad. 

 
6. Future Research 

This system still uses a super simple Graphical User Interface (GUI), in the future, a 
more attractive GUI will be made, and an analysis system will also be added in the form 
of a percentage of errors (%) writing, and also a percentage of word understanding (%), 
when children read and write, these percentages will appear which are converted into 
numbers. This number ranges from 0-10, which shows the value of the student's reading 
and writing results. 
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