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Abstract: Traffic Flow Calculation is one of the first steps in urban planning and road 
infrastructure management, for monitoring traffic flow on a road is very important. To 
do traffic planning, the Department of Transportation must count every passing vehicle 
where later the data will be used as material for analysis. Currently, the Department of 
Transportation calculates vehicles that pass on a road by calculating it with manual tools, 
so it requires large operational costs and takes a long time. Based on the problems faced, 
the researcher offers a solution for an intelligent traffic flow monitoring system that can 
count the number of vehicles that pass by using a closed circuit television camera (CCTV) 
installed at every city traffic light. Here we propose a high-performance algorithm model 
You Only Look Once (YOLO), which is based on the TensorFlow framework, to improve 
real-time vehicle monitoring. From the results of testing the system was built using the 
Python programming language using the YOLOv4 method, the Tensorflow library, and 
the PyQT5 library. The accuracy of reading the number of passing vehicles is 97% 
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1. Introduction 
The higher level of urbanization affects the number of vehicles on the urban road 

network. This also causes traffic jams and the problem of accident incidents that result in 
substantial economic losses and disrupt people's daily lives. According to statistical data 
released by the Indonesian Central Statistics Agency (BPS), there has been a significant 
increase. Table 1 presents data on the number of traffic accidents from 2014 to 2019.  

Therefore, traffic emergencies must be handled in an intelligent transportation 
system to ensure safe, responsive, and efficient transportation for everyone (Peppa et al. 
2018; Fedorov et al. 2019). Understanding road traffic behavior is a key component of a 
traffic emergency response plan. Traffic flow estimation is the first step to identifying 
road traffic patterns, contributing to the traffic modeling, urban planning, and design 
process for all aspects of the road network (Fedorov et al. 2019). This is also related to the 
planning for the construction of a road network in urban areas by the transportation 
agency. 

Therefore, to improve traffic services, the Department of Transportation is 
responsible for this. To carry out traffic development planning, the Department of 
Transportation requires data on vehicles that pass at the intersection to be developed in 
real-time, for now, the Department of Transportation performs a manual calculation of 
vehicles that pass, resulting in time-consuming and large costs. Overcoming this problem 
is by developing real-time traffic flow monitoring technology. The purpose of developing 
this technology is to facilitate the process of calculating passing vehicles to improve the 
performance of the Department of Transportation. Traffic Flow Monitoring was 
developed by utilizing cameras which will later be placed on traffic lights. One approach 
is to utilize digital image processing. Digital image processing is the science of computer 
programming to process and ultimately understand images and videos or make 
computers view them (I. Culjak et. Al 2012). 
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Table 1. Number of Accidents, Deaths, Serious Injury, Minor Injury, and Material 
Losses 2014-2019 

Accident 
Number of Accidents, Deaths, Serious Injury, Minor Injury, and Material Losses 

2014 2015 2016 2017 2018 2019 

Number of Accidents 95906.00 96233.00 106644.00 104327.00 109215.00 116411.00 

Dead Victim (Person) 28297.00 24275.00 31262.00 30694.00 29472.00 25671.00 

Serious Injury (Person) 26840.00 22454.00 20075.00 14559.00 13315.00 12475.00 

Minor Injury (Person) 109741.00 107743.00 120532.00 121575.00 130571.00 137342.00 

Material Losses (Million Rupiah) 250021.00 215892.00 229137.00 217031.00 213866.00 254779.00 

 
Fully automated traffic flow monitoring must go through several stages, such as 

detection and classification (J. Redmon et al. 2018). Detection of objects in digital image 
processing is a process used to determine the existence of certain objects in a digital image. 
This detection process serves to distinguish the types of vehicles that pass in an image, to 
increase accuracy and speed in the detection process, a modern method is used, namely 
You Only Look Once (YOLO) (J. Xu, F. Pan, et.al, 2024), (R. Hamzah, et.al, 2024), (H. Liu, 

2024), (Y. Qi and H. Sun, 2024). 
The You Only Look Once (YOLO) method is one of the fastest and most accurate 

methods for object detection and is even capable of exceeding 2 times the capabilities of 
other methods. This method is very suitable to be implemented in the case of object 
detection in real-time because this method uses the GPU to increase the speed and 
accuracy of object detection to produce fps of 40-90 per second while object detection 
using CPU produces 1-2 fps (J. Redmon and A. Farhadi. 2018). 

The method that will be applied in this study is the latest version of the YOLO method 
(Y. Huang, Q. Chai and W. Wang, 2024), (A. Liu, Y. Liu and S. Kifah, 2024), and (Y. Ji et al, 2024), 
namely 4 by using this method it is hoped that vehicle objects can be detected properly 
and can classify vehicles based on their type with a maximum fps speed to produce a 
system that can be used directly at the Lhokseumawe City Transportation Office. 

 
2. Research Methodology 
2.1 Monitoring System 

This study aims to monitor traffic flow from low-quality CCTV video data and 
will classify vehicles. To achieve this goal, researchers used the new YOLOv4 
algorithm using data collected from CCTV cameras to detect five classes of objects 
namely, cars, buses, trucks, vans, and bicycles. After that, the trained weights are used 
to calculate and classify the types of vehicles. Vehicle detection draws a bounding box 
around the vehicle object to locate it within the frame. In this study, we will discuss a 
bit of the CNN method as a comparison to the method that will be used in this study.  

 

 
 
Figure 1. Block diagram for detecting vehicles in real  

 

2.2 OverFeat 
One of the first architectures to use deep learning to detect objects was OverFeat. 

Published in 2013 by researchers from New York University, OverFeat utilizes a 
multi-scale sliding window algorithm and CNN (Fedorov et al. 2019; Oltean et al. 
2019):  
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2.2.1 R-CNN (Regional Convolutional Neural Network) 
The problem with using the sliding window technique is the large number of 

image pieces that must be processed by CNN. Each piece will go through a 
convolution process, to then be classified into a background or object. This means 
that, with so many image locations and the size of the sliding window used, the 
computation of the entire process will be very heavy(Fedorov et al. 2019; Oltean et al. 
2019). Moreover, The R-CNN process itself consists of 3 stages; 
• look for regions or parts of the image that may be an object, with the proposal 

region method. One example of a region proposal technique is selective Search. 
• Each region is then used as input for CNN as feature extractors from each region. 
• Each feature generated, then becomes input for SVM (which will generate classes 

from the region) and linear regressor (which will produce a bounding box). 
(Fedorov et al. 2019; Oltean et al. 2019). 
 

 
 

Figure 2.  Two-stage detection vs single-stage detection R-CNN architecture 

 

This process will cut a large image into smaller parts as in OverFeat and R-CNN 
will reduce the amount that has to be processed into multiple regions. That way, R-
CNN managed to increase the performance of OverFeat by almost 50% (Fedorov et 
al. 2019; Oltean et al. 2019). 

 

 

Figure 3. Architecture R-CNN in details   

 
Naturally, techniques or algorithms that use separate processes are becoming 

obsolete because they generally increase training time and decrease accuracy. The 
development trend of deep learning architecture for object detection is starting to 
move towards an architecture that can detect objects more quickly and more 
efficiently. 
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2.3 You Only Look Once (YOLO) 

You Only Look Once or what is usually called YOLO is a method that can detect 
and recognize various objects in an image in real time. The YOLO method uses a 
Convolutional Neural Network (CNN) to predict various class probabilities and 
bounding boxes simultaneously (B. Gong et al. 2020). Based on developments to date, 
the YOLO method has developed up to the 4th version. But for the 4th version itself, 
the method is no longer developed by the original inventors, namely Joseph Redmon 
and Ali Farhadi due to several reasons. 

The fourth version of YOLO was developed by a Russian programmer, Alexey 
Bochkovskiy, and the official journal was issued by two researchers from Taiwan, 
Chien Yao Wang and Hong Yuan Mark Liao. They developed a CNN method that 
can operate in real-time using a conventional GPU to detect objects with high speed 
and accuracy (J. Redmon and A. Farhadi. 2018).  The architecture of the method can 
be seen in Figure 1. 

 

 
Figure 4. One Stage Detector details   

 
The Yolov4 Backbone section implements CSPDarknet53 (J. Redmon and A. 

Farhadi. 2018). The CSPDarknet53 network is a CSPNet (Cross Stage Partial Network) 
network that was added to the base of Darknet53. Darknet53 draws on the idea of 
ResNet, i.e. residual connection, to ensure that the network has depth as well as 
reduce the missing gradient problem. CSPNet can improve CNN's learning ability 
while reducing the number of computations and memory usage. A good detector 
should have a larger receptive field. The Yolov4 neck uses two networks, SPP and 
PAN (J. Redmon and A. Farhadi. 2018). The SPP network applied to the neck can 
effectively improve field receptivity and help separate contextual features. PANet 
(Path Aggregation Network) plays a role in shortening the path that connects low-
level and high-level information, as well as convergent parameters at different levels. 
The Yolov4 network head inherits the Yolov3 head structure. 

 

 
 

Figure 5. Spatial pyramid network (SPP) 
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Head is used to predict the bounding box of the object, and displays the 
coordinates of the center, width, and height, namely {xcenter, ycenter, w, h} (B. Gong 
et al. 2020). Then the predicted bounding box expression is as follows equation 1, 2, 
3, and 4. 

 

𝑏𝑥 = 𝜎(𝑡𝑥) + 𝑐𝑥       (1) 

𝑏𝑦 = 𝜎(𝑡𝑦) + 𝑐𝑦       (2) 

𝑏𝑤 = 𝑝𝑤. 𝑒
𝑡𝑤         (3) 

𝑏ℎ = 𝑝ℎ . 𝑒
𝑡ℎ        (4) 

 
Description: pw and ph represent the width and height of the previous bounding 

box, respectively. cx and cy are the coordinates of the top left corner of the image. 
Moreover, Figure 4 describes the process carried out by SPP where the input image 
results will be convoluted first to speed up the object detection process. Figure 5 
describes the bounding box on an object that is detected as a result of the conversion 
between the actual bounding box and the predicted bounding box. 

 

 
 
Figure 5. Conversion of the Real Barrier Box and the Predicted Result Barrier Box 

 

 

Figure 6. YOLO v4 structure 

Figure 6 describes the overall structure of YOLOv4 where the input image will be 

processed by CSP53 Darknet then SPP, PANet, and YOLO Head to perform the detection 

process on an image. 
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3. Result and Discussion 
Researchers used a CCTV image and video dataset from the Transportation 

Service of Lhokseumawe City, Aceh - Indonesia. As a case study in this study, the 
researcher chose a busy road, namely "Merdeka Barat Road –Lhokseumawe City". 
This image data is used to train YOLOv4 while the recorded data set is used to 
validate the traffic flow calculation algorithm in real-time. CCTV cameras in the 
location are selected to be set at a frequency resolution of 10 frames per second (fps) 
and a resolution of 1280x720. Table 2 and Table 3 summarize the details of the image 
and video datasets respectively. 

 

Table 2. Details of the image dataset used to train YOLOv4 

Vehicle Class Total Instances 

Car 827 

Bus 145 

Van 565 

Truck 650 

Bike 1520 

 

Table 3. Details of the analyzed CCTV videos 

Description Start Time Finish Time Duration 

Video 01 08:00:00 (UTC + 7:00) 12:00:15 (UTC + 7:00) 4 hr, 00 mins & 15 secs 

Video 02 13:00:11 (UTC + 7:00) 18:06:00 (UTC + 7:00) 4 hr, 06 mins & 11 secs 

Video 03 19:00:49 (UTC + 12:00) 22:00:45 (UTC + 7:00) 3 hr, 00 mins & 45 secs 

  

 
3.1 User Interface 

The user interface aims to make it easier for users to interact with the system. The simpler 

and less complicated the facilities used, the more helpful the user is in understanding the 

processes carried out by the system. The following is the result of the implementation of the 

system user interface design. Figure 7 is a splash page that serves to greet the user by conveying 

some information, namely what system is being run and information on the system maker as 

well as preparation of the main page. Figure 8 is the main page that functions as a place for 

users to carry out their activities, inputting video, viewing detection results, viewing graphic 

visualizations, and saving calculation results into a CSV file. 

 

 

Figure 7. Splash Screen Design Results 
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Figure 8. Test results at the Crossroads 

 

3.2 Test Results 
The average value of the YOLOv4 model vehicle detection accuracy rate as a 

whole is 95.1%, and the performance in each class follows the dataset, the results can 
be seen in Table 4. 

 

Table 4. Average level of vehicle detection accuracy 

Class Average Precision 

Car 96.34% 

Bus 95.44% 

Van 96.25% 

Truck 90.15% 

Bike 97.32% 

 

 
4. Conclusion 

After conducting research and discussion on Traffic Flow Monitoring Using the 
YOLO Method Case Study of one of the roads in Lhokseumawe City, it is concluded that 
the YOLO method works very well at detecting an object so that the system created can 
be used directly by the Department of Transportation (DISHUB) of Lhokseumawe City. 
With a high percentage of accuracy, namely the accuracy of object classification based on 
vehicle type of 95.1%. 

In the study, researchers focused on real-time vehicles using low-quality CCTV 
footage by choosing one of the roads in the city of Lhokseumawe. By training the YOLOv4 
model to detect cars, buses, vans, trucks, and bicycles. The test results from this study 
obtained high accuracy but due to our unbalanced training image dataset, we obtained a 
lower accuracy score for the truck class. Therefore, using a better data set to be trained in 
YOLOv4 with a larger number of vehicles for low accuracy classes. 
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