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Abstract: In efforts to strengthen national defense, it is important to understand how 
factors in human development, such as education, health, and economic welfare, can 
influence public awareness of national defense. This study aims to analyze the 
relationship between the National Defense Index (IBN) and the Human Development 
Index (IPM) in Indonesia using a Machine learning approach. To strengthen national 
defense, it is essential to understand how factors in human development, such as 
education, health, and economic welfare, can affect public awareness of national defense. 
Machine learning methods are applied to analyze the significant relationship between 
IBN and IPM, which is expected to provide insights for the development of more data-
driven national defense policies. The results show that the Machine learning model can 
predict IBN values with high accuracy, supported by a Mean Squared Error (MSE) of 
0.000638 and an R-squared value of 0.9026. This indicates that 90.26% of the variability in 
IBN values can be explained by the model, suggesting accurate predictions that are 
relevant for data-driven policies. Collaboration with various stakeholders is expected to 
enhance the application of these findings in further studies and the formulation of 
national defense policies.   
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1. Introduction 
Indonesia as an archipelago that is diverse in social, cultural, and economic aspects 

faces complex challenges in maintaining national stability and resilience. Sustainable 
human development is an important factor in strengthening national defense, where 
community involvement and state defense awareness are indispensable to maintaining 
national stability. Therefore, understanding the relationship between the Index of State 
Defense (IBN) and the Human Development Index (HDI) is important so that the 
government can formulate targeted policies to improve national security and resilience. 

Along with rapid digital development, mastery of data processing has become a 
much-needed capability in various sectors, such as business, industry, science, and 
technology. This ability plays an important role in increasing efficiency and supporting 
developments in various fields with information-based decision-making (Mahmud et al., 
2022). To realize this potential, a deep understanding of data analysis is required to extract 
useful insights from the available information. These skills are becoming increasingly 
valuable as data plays a crucial role in strategic decision-making (Hastie et al., 2009). 

This research uses exploratory data analysis or EDA as an important step in the data 
analysis process that allows users to understand the structure, patterns, and basic 
characteristics of the available datasets. Using statistical and visualization techniques, 
EDA enables the identification of anomalies, hidden patterns, and relationships between 
variables that can support further analysis (Tukey, 1977).  
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EDA also helps identify and address data hilling and outliers, which is important to 
ensure the data is in optimal condition. The use of machine learning and platforms such 
as Google Collaboratory to process data with Python is used in this study, as it is a 
strategic step in developing a competent workforce that is ready to face future challenges 
(Van, 2009). In this context, machine learning analysis is a useful approach to explore the 
relationship between the Index of State Defense (IBN) and the Human Development 
Index (IPM) in Indonesia. 

This research aims to apply a machine learning approach in analyzing the data from 
both indices to understand how factors in HDI, such as education, health, and economic 
well-being, contribute to people's national defense awareness. This is expected to provide 
deeper insights for policymakers to devise a more responsive and data-driven national 
defense strategy. To support the research objectives, reference is needed from several 
previous studies. 

Research by Atmojo et al. compared the accuracy of several machine learning 
methods in predicting the Human Development Index (HDI) in Indonesia. This research 
used four methods: K-Nearest Neighbors (KNN), Random Forest, AdaBoost, and Support 
Vector Machine (SVM), focusing on three main indicators: Life Expectancy, Average 
Years of Schooling, and Expenditure per Capita. The results showed that while SVM had 
the highest Mean Squared Error (MSE) on the training data, it produced the lowest MSE 
on the testing data, making it the method with the most accurate predictions. Followed 
by AdaBoost, Random Forest, and KNN, these findings highlight the effectiveness of 
SVM in HDI analysis and provide important insights for the application of machine 
learning in human development policy (Atmojo et al., 2024). 

Research by Pamungkas and Widiyanto discusses the use of the Support Vector 
Machine (SVM) method to classify the Human Development Index (HDI) in Indonesia in 
2022. This research aims to measure the accuracy of HDI classification and uses the 
Confusion Matrix as a performance measurement tool. The results showed that SVM, 
with a gamma parameter setting of 1 and C=1, 10, and 100, achieved a classification 
accuracy rate of 95.36%. The study also found that increasing the amount of training data 
is not always directly proportional to classification accuracy, so it is important to consider 
the ratio between training data and test data scientifically (Pamungkas, 2023). 

Furthermore, research by Fahrurrozi et al. discussed the relationship between the 
Human Development Index (HDI) and economic resilience in East Lombok Regency. The 
results showed that four variables had a positive effect on HDI, namely Life Expectancy, 
Expected Years of Schooling, Average Years of Schooling, and Expenditure. However, the 
Expected Years of Schooling and Expenditure indicators show a low contribution to HDI 
progressivity (Fahrurrozi et al., 2023). 

Different from previous studies that focus on social welfare or stability, this research 
links human development directly to state defense awareness as an element of national 
security. Machine learning approaches enable the identification of hidden patterns and 
correlations in data, resulting in a predictive model that supports evidence-based defense 
policy. In addition to understanding current conditions, the model also provides 
preventive insights that contribute to a more strategic national defense policy. Machine 
learning approaches can reveal a significant relationship between the Index of State 
Defense (IBN) and the Human Development Index (HDI), where a high HDI will have a 
positive impact on people's state defense awareness. Thus, the results of this analysis are 
expected to support the development of a more strategic and evidence-based national 
defense policy in Indonesia. 

 
2. Theory 
2.1 National Defense Index (IBN) 

The National Defense Index is a measure or assessment used to measure the level 
of participation and commitment of citizens in supporting national defense and 
security. This index covers various aspects, such as national awareness, the spirit of 
state defense, involvement in activities that support defense, and active contributions 
to strengthening national security. The purpose of the State Defense Index is to 
measure the extent of public awareness and involvement in national defense efforts, 
as well as to encourage greater participation from various levels of society in 
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supporting defense and security efforts. The State Defense Index may include 
indicators such as participation in state defense training, the number of civil defense 
volunteers, support for defense policies, levels of patriotism and nationalism, and 
positive attitudes towards national values and symbols. 

 
2.2 Python 

Python is one of the most popular programming languages in data processing due 
to its advantages in code readability and a variety of libraries that support efficient 
data analysis. By using Python, users can perform various data processing processes 
such as processing, analysis, visualization, and data modeling easily. Libraries such 
as NumPy, Pandas, and Matplotlib provide powerful functions for array and data 
frame manipulation, tabular data processing, and the creation of attractive graphs 
and visualizations. In addition, Python also supports the development of artificial 
intelligence and machine learning through libraries such as Scikit-Learn, TensorFlow, 
and PyTorch, which allow users to build complex predictive models and perform 
deeper data analysis. With these features, Python has become the first choice for data 
scientists, data analysts, and software developers to process data efficiently and 
effectively in a variety of application contexts. 

 
2.3 Machine Learning 

Machine learning (ML) is a branch of artificial intelligence (AI) that teaches 
computers to learn from data and experience without the need to be explicitly 
programmed (S. Subramanian, et.al, 2021), (T. Jadhav et al, 2023), (T. R. N and R. 
Gupta, 2020), (B. Wang and W. Zhang, 2023), (R. Farhat, et.al, 2020), (R. Yadav and A. 
Bhat, 2024), (S. -F. Zhang, et.al, 2019). The main goal of machine learning is to develop 
algorithms that allow computers to perform certain tasks automatically based on 
patterns and information contained in data. In general, there are several approaches 
to machine learning: 
• Supervised Learning: Models are trained using data that is already labeled, to 

predict or classify new data. Example applications include image recognition, 
spam email classification, and stock price prediction. 

• Unsupervised Learning: Models are trained on unlabeled data, to discover 
hidden structures or patterns in the data. Example applications include clustering 
and dimensionality reduction. 

• Reinforcement Learning: Models learn through interaction with the environment, 
receiving feedback in the form of rewards or punishments, to maximize a 
particular outcome. Example applications include robotics control and video 
games. 

Machine learning utilizes various techniques and algorithms such as neural 
networks, decision trees, support vector machines, and others (W. F. C. Rocha, et.al. 
2022), (C. Richardson, et.al, 2022), (N. M. Kailash Varma, et.al, 2024). 

 
2.4 Google Colab 

Google Colab (Collaboratory) is a cloud-based platform provided by Google to 
conduct research and development in data science for free. Colab allows users to 
write and execute Python code in a Jupyter Notebook environment integrated with 
Google Drive. One of the main advantages of Colab is its ability to use powerful 
computing resources without requiring additional setup or costs, as Colab uses 
Google's cloud infrastructure. 

 

3. Method 
This research uses a quantitative approach to analyze data on the Index of State 

Defense (IBN) and the Human Development Index (HDI), as well as data related to 
the factors that influence both. This research focuses on analyzing the relationship 
between previously measured variables. 

The research phase began with the collection of IBN and HDI prediction data, as 
well as factors that might affect both indices. This data was then verified and cleaned 
to ensure quality and consistency. Next, descriptive analysis was conducted to 
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summarize the characteristics of the data, such as mean, standard deviation, and 
frequency distribution, thus providing an overview of the variables under study. 
After that, correlation analysis was conducted using the Pearson correlation 
coefficient to measure the strength and direction of the linear relationship between 
IBN and HDI predictions, to determine whether or not there was a significant 
relationship between the two variables. 

The next step was a multiple linear regression analysis used to identify factors that 
might influence the relationship between IBN and HDI. This regression model was 
used to measure the relative influence of each factor on HDI, by including the IBN 
prediction as one of the independent variables. 

The result of this research is a predictive model that shows a significant 
relationship between the Index of State Defense (IBN) and the Human Development 
Index (HDI) in Indonesia. The results can be used to support more strategic and 
evidence-based policymaking to strengthen national resilience. The government can 
use these results to design more targeted policies to improve people's quality of life 
and build awareness of state defense. The framework of this study is organized as in 
Figure 1. 

 

 
 
Figure 1. Flowchart System 
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Figure 1 describes the structured data analysis process. The process starts with a 
"Start" point, followed by a "Data Collection" step, where two types of data ("IBNu 
Data" and "HDI Data") are collected along with "Determinant Data". Once the data is 
collected, there is a "Data Cleaning and Preparation" step to ensure the data is ready 
for analysis.  Once the data was prepared, three types of analysis were conducted: 
"Descriptive Analysis", "Correlation Analysis", and "Regression Analysis". These 
analyses are complemented by "Data Visualization" to help understand the results.  
After visualization, there is an "Interpretation of Results" step, where the results of 
the analysis are reviewed. If the interpretation is deemed inadequate or incomplete, 
the process will return to conduct further analysis. If the interpretation is adequate 
("Yes"), the process reaches the "Finish" stage, which signifies the end of the analysis 
workflow. This iterative process ensures that the analysis is thorough and of high 
quality, as per the research being conducted. 

 

4. Result and Discussion 
4.1 Data Processing 

The data that has been processed is processed using Google Colab with the 
following steps: 
 
4.1.1 Pre-Processing: prepare the program by importing the libraries that will be 

used. 

 

 
Figure 2. Library required 

 
4.1.2 Dataset processing: displaying available datasets, filtering data according to 

the provinces in the data, and merging data based on provinces. 
 

 
Figure 3. Datasets, data filters, and data merging 
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4.1.3 Exploratory Data Analysis: The process of exploring the characteristics of the 
dataset before conducting further modeling. 
 

 
Figure 4. Data Analysis 

 
4.1.4 Machine Learning Process: Processing data by testing data, validation data, 

and training data. 

 

Figure 5. Machine Learning Process 

 

Based on the analysis, the Mean Squared Error (MSE) value of 0.000638 
indicates that the average squared error between the IBN value predicted by the 
model and the actual IBN value is very small. A low MSE indicates that the 
model has good predictive ability, with relatively minimal prediction error. The 
R-squared of 0.9026 indicates that 90.26% of the variation in IBN values can be 
explained by the model. A high R-squared indicates that the model can explain 
most of the variation in the data and produce accurate predictions. Overall, the 
low MSE and high R-squared indicate that the machine learning model used in 
this study performs very well in predicting IBN values. 
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4.1.5 Model Evaluation: Testing the performance of the constructed model by 
displaying the relationship between parameters in the model. 
 

 

Figure 6. Model Evaluation 

 

4.1.6  Prediction Result and Visualization 
Furthermore, from data processing using phyton (Google Collaboratory) based 

on CSV data, the results in Figure 7 are as follows. Figure 7 describes the graph where 
the blue dots are mostly around the green line with little dispersion, indicating that 
the model performs well and the predictions are close to the actual values. 
Conversely, if the dots are scattered far from the green line, it indicates a larger 
prediction error by the model. The R-squared value of 0.902 indicates that there is a 
strong relationship between the actual and predicted values. In addition, the small 
Mean Squared Error (MSE) value of 0.0006 indicates that the average squared error 
between the predicted and actual values is very small. This indicates that the model 
has good performance and minimal prediction error.  

 

 

Figure 7. Graph between Actual Value and Predicted Value 
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Furthermore, a graphical visualization of the relationship between IBN and all 
provinces was conducted as shown in Figure 8. 

 

 
Figure 8. Relationship between IBN and Province 

 
Figure 8 displays a graph where each bar represents the IBN value for each 

province. Provinces with higher IBN values are shown with taller bars on the graph. 
Conversely, provinces with lower IBN values are shown with shorter bars. This 
visualization shows the variation in IBN values between provinces. Some provinces 
such as Papua Mountains and South Sumatra show lower IBN values, while other 
provinces such as Central Sulawesi and West Nusa Tenggara show higher IBN 
values. Figure 9 shows the distribution graph of the relationship between IBN and 
provinces.   

 
Figure 9. Distribution graph of the relationship between IBN and Province 

Moreover, from Figure 9, which shows the distribution graph of the relationship 
between IBN and provinces, it can be seen that the IBN values fall into several main 
groups spread across provinces. The highest peaks on the histogram are around IBN 
values of 3.4 and 3.6, indicating that many provinces have IBN values ranging 
between these values. On the other hand, some provinces have lower IBN values, 
around 3.0. 

 

5. Conclusions 
The research shows that the machine learning model used to predict the value of 

the State Defense Index (IBN) has good performance. This is indicated by the analysis 
of the actual vs predicted values graph, where most of the points are close to the green 
line which is the model prediction line. Conversely, points scattered far from the 
green line indicate a greater potential for prediction error by the model. The model 
evaluation results are also reinforced by the Mean Squared Error (MSE) value of 
0.000638, which indicates that the average squared error between the IBN value 
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predicted by the model and the actual IBN value is very small. In addition, the R-
squared value of 0.9026 indicates that 90.26% of the variability in IBN values can be 
explained by the model. This indicates that the model can explain most of the 
variation in the data and produce accurate predictions. 

Based on the research results that show the good performance of the machine 
learning model in predicting the value of the Index of State Defense (IBN), it is 
recommended to continue optimizing the model by considering the integration of 
additional relevant features or the exploration of new techniques in machine learning 
that can improve prediction accuracy. In addition, it is important to develop a deeper 
interpretation of the analysis results to understand what factors influence the IBN 
values in each province. Collaboration with various stakeholders and related 
institutions can also improve the applicability of the results of this research in further 
studies. 
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