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Abstract: Polycystic Ovary Syndrome (PCOS) is an endocrine disorder that often occurs 
in women of reproductive age, with a global prevalence of 10-16%. The diagnosis of 
PCOS is still a challenge due to the uncertainty of the cause, which can worsen the 
patient's condition due to delayed detection. This study aims to develop a classification 
model to detect PCOS using a combination of SMOTE algorithm, genetic algorithm, and 
XGBoost. The dataset used is a public dataset from Kaggle entitled "Diet, Exercise, and 
PCOS Insights". A genetic algorithm was used to select the best 15 features, while SMOTE 
was applied to handle data imbalances. XGBoost is used for classification with a model 
accuracy of 82.86% and an F1-score of 88% for the PCOS negative class and 70% for the 
PCOS positive class. The results show that combining these algorithms can improve the 
accuracy of predictions and offer more efficient diagnosis solutions. This research is 
expected to contribute to developing early diagnosis methods for PCOS.  
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1. Introduction 
The development of digital technology today, especially artificial intelligence, has 

developed very rapidly in all fields, be it in the fields of education, transportation, 
agriculture, fisheries, tourism, and so on, without exception in the health sector. Artificial 
intelligence technology innovations in the health sector are very helpful for medical 
personnel in increasing the speed of diagnosing a disease(Borneo, 2023), as in the study 
(Purnama et al., 2024; Safitri et al., 2024) The use of machine learning algorithms in 
detecting diabetes and detecting potential health risks in pregnant women. The sooner a 
disease is detected, the faster treatment can be done.  

One of the diseases that currently attracts attention because it often attacks the female 
reproductive organs at a productive age is PCOS (Polycystic Ovary Syndrome) (Saputra; 
Akbar Novan Dwi, 2019). PCOS is an endocrine disorder or syndrome that is very 
common in women of reproductive age with a spread rate of 10%-16% worldwide 
(Christiani et al., 2023). According to research (Aubuchon, 2020; Mareta & Amran, 2018), 
women with PCOS disorders have an 8.6 times greater risk of infertility, as well as a risk 
of serious complications such as type 2 diabetes, cardiovascular disorders and 
Obstructive Sleep Apnea (OSA). 

Although PCOS is very common, the diagnosis is still quite difficult because the cause 
is not known for sure, based on the existing theory, high levels of the hormone insulin 
can be the main cause of PCOS disorders, but it is possible that other factors can also be 
the cause (Saputra; Akbar Novan Dwi, 2019). The causative inaccessibility of PCOS often 
leads to a delayed diagnosis, which can ultimately lead to a patient's condition worsening. 

Therefore, based on the problems that have been explained earlier, this study wants 
to try to apply artificial intelligence technology in diagnosing complex diseases such as 
PCOS with the hope that this technology can later help medical personnel detect PCOS 
disorders quickly and accurately.  
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The machine learning algorithm that will be used is the XGBoost Algorithm to carry 
out the task of classifying PCOS diseases because according to the journal (Kurniawan & 
Indahyanti, 2024; Rayadin et al., 2024) The XGBoost algorithm has a good performance in 
classifying or predicting binner data and this algorithm is also able to overcome the 
classification of unbalanced datasets (Septiana Rizky et al., 2022). The dataset used in this 
study is a public dataset available by Kaggle, there are approximately 30 features in this 
dataset, but not all of these features are relevant to be used in diagnosing PCOS disorders. 
Therefore, the Genertika Algorithm is used to select the most relevant features because in 
several previous studies such as (Nisyak et al., 2024; Sitanggang & Bahtiar, 2019; 
Wulandari et al., 2024) The use of machine learning algorithms combined with genetic 
algorithms in predicting the number of tourists, hepatitis prediction, and stroke 
prediction can produce a much better level of accuracy with relevant features.  

In addition to the XGBoost Algorithm and the Genetics Algorithm, this study also 
uses the SMOTE Algorithm (Synthetic Minority Oversampling Technique) because the 
dataset used in this study is unbalanced data. Data imbalance occurs when the number 
of samples in one class is much larger than in another class in a dataset. This can cause 
machine learning models to tend to be biased toward the majority class because they 
ignore or do not recognize the minority class well. As a result, the model may show poor 
performance in detecting instances from minority classes (Nusantara, 2024).   

One technique to overcome data imbalance is oversampling which increases the 
number of samples in minority classes. Some of the oversampling methods include the 
Synthetic Minority Over-sampling Technique (SMOTE), MDO (Majority-Driven 
Oversampling), and Random Oversampling (ROS). The use of oversampling can improve 
classification results by balancing the distribution of classes in the dataset (Cosmas 
Haryawan & Yosef Muria Kusuma Ardhana, 2023). 

However, it is important to note that oversampling has drawbacks, such as increasing 
the risk of overfitting because the model can learn from over-added synthetic data. 
Therefore, proper selection of oversampling techniques and careful model evaluation are 
essential to ensure optimal model performance (Nusantara, 2024). In this study, the 
oversampling algorithm to be used is the SMOTE Algorithm because according to the 
journal (Amartha et al., 2025; Yanuari et al., 2024), SMOTE and XGBoost algorithms have 
good performance in oversampling data from unbalanced data. 

The combination of SMOTE, XGBoost algorithms, and genetic algorithms in this 
study aims to create a more accurate and efficient classification model for PCOS 
diagnosis. By using genetic algorithms for feature selection, dataset dimensions can be 
significantly reduced without losing important information, thereby improving 
computational efficiency and model interpretability. Meanwhile, XGBoost is expected to 
maximize prediction accuracy by leveraging boosting capabilities to handle complex and 
unbalanced data. 

This research has not only contributed to the development of better diagnostic 
methods for PCOS but also provided deeper insights into the key features associated with 
the disease. Thus, the results of this study are expected to support efforts for early 
detection, management, and prevention of PCOS complications more effectively in the 
future.  

 
2. Theory 
2.1 Dataset 

The dataset used in this study is public in Kaggle, with the dataset title "Diet, Exercise 
and PCOS Insight". The data has 37 columns, 36 of which can be used as a feature to detect 
PCOS disorders in women, except for the "PCOS" column because the column will be 
labeled, the person has PCOS disorder or not. The total data in the dataset is 172 data, 
80% will be used for training data and 20% for data testing. Each column in the dataset 
used can be seen in Table 1. 
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Table 1. Column descriptions in the dataset 

It Column Name 

1 Age 

2 Weight_kg 

3 Height_ft 

4 Marital_status 

5 Family_History_PCOS 

6 Menstrual_Irregularity 

7 Hormonal_Imbalance 

8 Hyperandrogenism 

9 Hirsutism 

10 Mental_Health 

11 Conception_Difficulty 

12 Insulin_Resistance 

13 Diabetes 

14 Childhood_Trauma 

15 Cardiovascular_Disease 

16 Diet_Bread_Cereals 

17 Diet_Milk_Products 

18 Diet_Fruits 

19 Diet_Vegetables 

20 Diet_Starchy_Vegetables 

21 Diet_NonStarchy_Vegetables 

22 Diet_Fats 

23 Diet_Sweets 

24 Diet_Fried_Food 

25 Diet_Tea_Coffee 

26 Diet_Multivitamin 

27 Vegetarian 

28 Exercise_Frequency 

29 Exercise_Type 

30 Exercise_Duration 

31 Sleep_Hours 

32 Stress_Level 

33 Smoking 

34 Exercise_Benefit 

35 PCOS_Medication 

36 BMI 

37 PCOS 
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2.2 PCOS 
PCOS (Polycystic Ovary Syndrome) is an endocrine disorder that often occurs in 

women of reproductive age with a prevalence rate of about 10%-16% 
worldwide(Christiani et al., 2023). The cause of PCOS is not known for sure, but according 
to the primary theory, one of the causes of PCOS are insulin levels, irregular 
menstruation, hormonal imbalances, and many more (Saputra; Akbar Novan Dwi, 2019). 
If PCOS is not treated immediately, it can lead to more serious complications such as type 
2 diabetes, cardiovascular disorders and Obstructive Sleep Apnea (OSA), and an 8.6 times 
higher risk of infertility (Aubuchon, 2020; Mareta & Amran, 2018).  

 
2.3 SMOTE 

SMOTE (Synthetic Minority Oversampling Technique) is an algorithm used to handle 
unbalanced data by oversampling data on minority classes so that the amount of data is 
balanced with the majority class. This algorithm works by oversampling or creating 
sperm synthesis data for training in minority classes until the amount of data is the same 
as that of the majority class(Chawla et al., 2018).  

The advantages of the SMOTE Algorithm over other oversampling algorithms have 
been proven in various journals. Such as research conducted by (Hasanah et al., 2024) The 
use of the SMOTE algorithm can significantly improve the performance of cardiovascular 
disease prediction models. According to research (WIJAYANTI et al., 2021) The use of the 
SMOTE algorithm does not cause any information to be lost, can prevent overfitting, and 
can improve the accuracy of predictions in minority classes. 

 
2.4 XGBoost Algorithm 

XGBoost (Extreme Gradient Boosting) is a machine learning algorithm that uses 
boosting techniques to improve prediction accuracy. The way it works involves iterative 
model building, where each new model attempts to correct the prediction errors of the 
previous model. This process starts with building a basic model, then the next model is 
focused on data that was difficult for the previous model to predict. By combining 
predictions from all models, XGBoost can generate powerful models with high accuracy. 
Additionally, XGBoost offers features such as regularization to prevent overfitting and 
the ability to handle lost data (Herni Yulianti et al., 2022). In addition, this algorithm also 
supports distributed learning, so it can be implemented on various computing platforms. 
Recent studies have shown that XGBoost can generate highly accurate models in a variety 
of applications, such as predicting infection risk in patients with limited clinical 
data(Zheng et al., 2023). 

 
2.5 Genetic Algorithm 

Genetic algorithms are optimization methods that mimic natural evolutionary 
processes, such as selection, crossover, and mutation, to find the optimal solution to a 
problem. The process begins by generating an initial population of randomly generated 
potential solutions. To evaluate the quality of each member of the population using 
objective functions. Individuals with the highest quality are selected for reproduction, 
where they undergo cross-over and mutation to produce the next generation. This cycle 
repeats until we get a solution or meet the termination criteria (Pane et al., 2019). The 
performance of the Genetic Algorithm has been proven in previous studies. For example, 
in research (Aisha & Lubis, 2024; Pangestu et al., 2023) The use of genetic algorithms can 
optimally handle the problem of creating subject schedules and optimizing network 
placement.  
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3. Method 

The flow and research methods used in this research can be seen in Figure 1. 

 

Figure 1. Research Flow 

3.1 Prepare Data 
The first step that must be done is to prepare the data to be used. In this study, 

the data used is secondary data that can be downloaded through the Kaggle website 
with the title "Diet, Exercise and PCOS Insight". 
 
3.2 Pre-processing Data 

Preprocessing the data used, the preprocessing carried out in this study is to 
delete data that is not needed such as in the PCOS column, one data is not detected 
by PCOS or not. Then convert categorical data into numerical data so that calculations 
can be made.  
 
3.3 Smote Implementation on Imbalanced Data 

After preprocessing, the next step is to oversample the unbalanced data in the 
minority class using the SMOTE Algorithm. 
  

3.4 Feature Selection Using Genetic Algorithm 
The next step that must be done is to select the relevant features or the best of the 

36 existing features. Because not all features in this dataset are relevant to detecting 
PCOS disease disorders in women. 

 
3.5 Classification using XGBoost Classifier 

After finding the best features of the results of the Genetic Algorithm processing, 
the next step is to classify the females who are PCOS positive and PCOS negative. 
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3.6 Evaluate the model with f1-score and accuracy. 

The last stage is to evaluate the model made by looking at its accuracy value and 
F1-Score value, to see the performance of the model in classifying PCOS disease data. 

 

4. Result and Discussion 
As previously explained, there is an imbalance in the data in the dataset used in 

this study. The data of Class 0 or class "PCOS Negative" is more than Class 1 or class 
that is "PCOS Positive" with a ratio of 107:30. If not overcome, this dataset imbalance 
has the potential to cause bias in the model because the prediction results will tend to 
the majority class. Therefore, to overcome this, oversampling is carried out on 
minority classes using the SMOTE (Synthetic Minority Oversampling Technique) 
Algorithm. The SMOTE algorithm creates synthetic data by interpolating between 
samples of minority classes so that the amount of data in both classes is balanced. The 
results of this oversampling show that the amount of data in the "PCOS Negative" 
class and the "PCOS Positive" class becomes the same as in Figure 2 so that the 
distribution of the dataset becomes more even. This process ensures that the model 
can learn well from both classes without bias towards a particular class. 

 
Figure 2. SMOTE Algorithm Results 

After the dataset is balanced, a feature selection stage is carried out using the 
Genetics algorithm to determine the best features that are most relevant in detecting 
PCOS. From the results of the feature selection carried out, the 15 best features were 
selected that covered various aspects, ranging from biological aspects such as age, 
family history with PCOS, menstrual irregularities, hormonal and lifestyle 
imbalances such as consumption of certain foods, and stress levels. The results 
obtained show that PCOS detection requires a multidimensional approach that not 
only focuses on physical health conditions but also individual lifestyles. From the 
results of the processing of the Genetic Algorithm, the 15 best features that are 
relevant in detecting PCOS can be seen in Table 2. 

 
Table 2. Best Features 

It Feature Name Explanation 
1 Age The age of the individual. 
2 Family_History_PCOS Family history with PCOS. 
3 Menstrual_Irregularity Menstrual irregularities. 
4 Hormonal_Imbalance Hormonal imbalance. 
5 Hyperandrogenism:  High levels of androgens. 
6 Conception_Difficulty Difficulty getting pregnant. 
7 Childhood_Trauma:  Childhood trauma. 
8 Diet_Bread_Cereals:  Consume bread and cereals. 
9 Diet_Fruits:  Consume fruits. 
10 Diet_Vegetables:  Consume vegetables. 
11 Diet_Sweets Consume sweet foods. 
12 Sleep_Hours Sleep duration. 
13 Stress_Level Stress levels. 
14 Smoking Smoking habits. 
15 PCOS_Medication Use of PCOS drugs. 
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The performance of the classification model is evaluated using accuracy metrics 
and F1-Score. The model was built with an accuracy score of 82.86%, with an F1-Score 
of 88.86% for the "PCOS Negative" class and 70% for the "PCOS Positive" class. These 
results show that although the performance of the model in the majority class is 
better, the application of SMOTE has succeeded in improving the model's ability to 
recognize minority classes. These results prove that oversampling using SMOTE is an 
effective way to deal with data imbalances in PCOS classification. 

From the results of this study, it can be seen that biological factors such as 
hormonal imbalance, menstrual irregularities, and hyperandrogenism have a great 
contribution to detecting PCOS which is in line with the medical literature (Salsabila 
et al., 2024). However, lifestyle factors such as the consumption of certain foods, stress 
levels, and smoking habits were also found to have a significant influence. These 
findings highlight the importance of a holistic approach to diagnosing PCOS, where 
biological and lifestyle factors need to be considered simultaneously.  

Although this study has shown promising results, some limitations need to be 
noted. For example, the risk of overfitting due to oversampling with SMOTE needs 
to be further evaluated through testing on different datasets. In addition, model 
interpretation using techniques such as SHAP or LIME can provide additional 
insights into the influence of each feature on prediction, so that the results of this 
study can be more easily applied in medical practice. Thus, this research not only 
contributes to the development of AI-based PCOS detection models but also opens 
up opportunities for more in-depth follow-up research. 

 

5. Conclusions 
Based on the results obtained, it can be concluded that this study successfully 

overcomes the problem of data imbalance in the PCOS dataset using the SMITE 
algorithm, which improves the distribution of training data to be balanced between 
the "PCOS Negative" and "PCOS Positive" classes. The application of genetic 
algorithms for feature selection resulted in the 15 best features that include biological 
and lifestyle factors, suggesting that PCOS detection requires a multidimensional 
approach. The classification model developed resulted in an accuracy of 82.86%, with 
an F1-Score of 88% for the majority class and 70% for the minority class, indicating an 
improvement in the model's ability to recognize minority classes after oversampling. 
These results suggest that factors such as hormonal imbalances, family history with 
PCOS, and lifestyle, including the consumption of certain foods as well as stress 
levels, have a significant contribution to the detection of PCOS. However, if you look 
at the F1-score value, the model still has limitations in detecting minority classes 
(PCOS), because the difference in the amount of data is too significant, so the majority 
of training data used in minority classes is synthetic data or artificial data. For more 
accurate results, future studies can add more data, and make the amount of data from 
both classes balanced by using original data, so that the results obtained are more 
relevant and accurate. 
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