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Abstract: The objective of this research is to develop a solution for predicting BRI stock 
prices using Long Short-Term Memory (LSTM) models. The LSTM model was selected 
for its capacity to process extensive time series data and discern latent temporal patterns. 
In this study, a BRI stock dataset obtained from Yahoo Finance is employed for the 
training and testing of an LSTM model. The evaluation results demonstrate that the 
LSTM model exhibits excellent predictive performance, with a mean absolute percentage 
error (MAPE) of 1.58768% and a root mean square error (RMSE) of 81.88216%. The 
Google test results demonstrate a low mean absolute percentage error (MAPE) of 1.5%, 
indicating a strong correlation between the predicted and true values. In other words, the 
RMSE values indicate the absolute error level in predictions, indicating the extent to 
which the model performs well when predicting a value that takes into account the 
context of the data. In conclusion, the proposed LSTM model shows promise for use in 
stock price prediction applications. The precision of these models can be tested by using 
them to make predictions, which would validate the decision-making supported by data. 
This research suggests that there is room for improvement of these models using 
techniques such as hyperparameter optimization or ensemble methods (bagging with 
other weak learners, etc.) to improve their accuracy. 
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1. Introduction 
In the contemporary era, equities represent the most popular avenue for investment 

among a diverse array of investors, spanning the spectrum from individual to corporate 
entities. There is a plethora of publicly traded stocks in Indonesia, with Bank Rakyat 
Indonesia (BRI) representing one of the most liquid shares on the Indonesian Stock 
Exchange. As one of the largest banks in Indonesia, BRI is also regarded as a prime 
investment opportunity for both individual and institutional investors, as well as 
financial analysts. This will, of course, inform the decision-making process regarding the 
optimal investment strategy. Therefore, monitoring BRI share price movements is a 
crucial aspect of investment analysis [1]. 

Several factors influence the movement of a company's share price, including 
economic conditions, financial reports, and market sentiment. The prediction of stock 
prices is a complex problem due to the numerous factors that influence them. For many 
investors, predicting the dynamics of this rapidly evolving and unpredictable 
marketplace is a challenging endeavor. The impact of these dynamics on individual 
inventory prices is often unpredictable. It is therefore imperative to develop a method 
that can efficiently ingest historical data to predict stock price movements with greater 
consistency[2]. 

Another approach is the utilization of Long Short-Term Memory (LSTM), which may 
be familiar to those who prefer neural networks over other methodologies [3]. LSTM is 
capable of capturing the temporal dynamics of historical data, thereby facilitating more 
precise forecasting than traditional methods. The application of LSTM in financial data 
analysis has significant potential for stock price forecasting in finance [4].  
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Moreover, to implement LSTM in BRI share price predictions, it is necessary to gain 
a detailed understanding of the structure and dynamics of historical data. The data in the 
LSTM model should contain multiple related variables, such as close price, trade volume, 
and other technical indicators. The use of LSTM also enables more effective advice to be 
given and can lead to a reduction in startup risks in scaling the business[5] 

It can be concluded that the use of an LSTM model for price prediction in the stock 
market provides an efficient and advanced solution for dealing with the inherent 
complexities of such markets [2], [6]. The LSTM is capable of considering a substantial 
amount of historical data, which makes it a highly valuable tool for investors seeking to 
enhance their knowledge and anticipate the movement of BRI share prices. This enhances 
the precision of the predictions while simultaneously assisting investors in avoiding the 
potential pitfalls associated with risky investment strategies.  

 

2. Method 
Subsequently, the LSTM model can be constructed following its design as a recurrent 

neural network architecture, thereby enabling the capture of the temporal progression of 
historical data.  

 

 

Figure 1. Research Methodology 

 
The refined training data is then fed through the model to undergo training, with the 

training process itself involving the adjustment of hyperparameters to achieve optimal 
results. Once the model has been trained, it is validated against a separate set of test data, 
which indicates the accuracy of the resulting predictions. An illustration of this research 
method can be seen in the figure 1. 

Two types of performance evaluation are conducted. The first is to ascertain the 
accuracy of predictions for range price data. This is done by comparing the predictions 
with actual stock prices. The second type of evaluation measures the number of incorrect 
predictions made. This is done using metrics such as Mean Average Percentage Error 
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(MAPE) and Root Mean Square Error (RMSE). Moreover, the model is evaluated in 
comparison to alternative prediction methods to ascertain which method demonstrates 
the superior predictive capability of stock prices relative to LSTM [7]. 

Subsequently, a more detailed analysis is conducted to identify the factors that 
contribute to the accuracy of predictions and to examine patterns in historical data, 
thereby enhancing the comprehension of the movements exhibited by stock prices. The 
findings of this study guide investors and financial analysts on the implementation of the 
LSTM model in stock market investment[8].  

 
2.1 Data Collection 

This research data uses BRI daily stock history data because BRI Bank is one of the 
largest banks in Indonesia, this data is taken from June 10, 2004, to June 10, 2023, sourced 
from finance.yahoo.com. The structure of BRI stock data available on Yahoo Finance can 
be seen in Table 1. 

 
Table 1. BRI Stock Data Structure 

Date Open High Low Close Adj Close Volume 

10/06/2004 143.1794 145.452 143.1794 145.452 71.76071 178505583 

11/06/2004 145.452 147.7247 143.1794 147.7247 72.882 53862430 

14/06/2004 145.452 147.7247 143.1794 147.7247 72.882 95608151 

 

The visual graph illustrates the fluctuating monetary value of stock belonging to Bank 
Rakyat Indonesia from June 2004 up until June 2023.  

 

 
Figure 2. BRI Stock History chart 

The illustration demonstrates an upward trajectory in the value of BRI shares across 
nearly two decades. From 2004 onwards, the company's stock price exhibited consistent 
growth with occasional fluctuations reflecting the dynamics of the market, as illustrated in 
Figure 2. 
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2.2 Data Processing 
In this process, the downloaded data will be subjected to cleaning. This entails 

addressing issues about missing data, noisy data, and data transformation. Subsequently, 
the data will be partitioned into 80% training data and 20% test data. The data employed 
in this study is close data from BRI shares. 

 

Figure 3. Division of Training Data and Testing 

2.3 Model Training and Evaluation 

This machine learning model uses LSTM. For this training process 80% of the data, 
and an epoch of 500. The Root Mean Squared Error (RMSE) and the Mean Average 
Percentage Error (MAPE) are employed to evaluate the precision of the model's 
prediction. The MAPE and RMSE can be calculated using the provided equations 1 & 2. 
[9], [10].  
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3. Result and Discussion 

The objective of the testing phase is to ascertain the efficacy of the identification 
process that has been constructed. The implementation of testing utilizes RMSE and 
MAPE, which facilitate a more comprehensive evaluation of the model's performance. 
The following section presents the RMSE and MAPE outcomes for the LSTM model that 
has been developed: 

 
 
 
 
 

[1] 

[2] 
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Table 2. RMSE and MAPE results of the LSTM model 

Type Results 

RMSE 81.88216 

MAPE 1.58768 

 

It should be noted that the Mean Absolute Percentage Error (MAPE) is a metric that 
calculates the average error in percentage terms [11]. The MAPE value is calculated by 
taking the mean of the ratio between the absolute error and the actual value, expressed as 
a percentage[12], [13]. The mean absolute percentage error (MAPE) for the long short-term 
memory (LSTM) model is 1.58768, indicating that the average discrepancy between the 
predicted and actual values is approximately 1.58%. 

 

Figure 4. Comparison between test data graph and model prediction graph 

 

This demonstrates that the LSTM model's prediction is highly accurate and that the 
error is also minimal in comparison to the original value. In contrast, the RMSE is a metric 
that quantifies the magnitude of the average discrepancy between the predicted and actual 
values [14]. The root mean square error (RMSE) is calculated as the square root of the mean 
of the squares of all differences between the predicted and actual values[15]–[20]. The 
RMSE for the long short-term memory (LSTM) model is 81.88216, which indicates that the 
average error between the predicted value and the actual target value is approximately 
81.88 units. This provides insight into the magnitude of the error on the original scale of 
the data in comparison to the LSTM prediction model.  

  
 

4. Conclusion 
This study develops and evaluates the Long Short-Term Memory (LSTM) model to 

predict BRI stock prices. The evaluation results show that the model exhibits an excellent 
level of performance, as evidenced by the following error metrics: The average absolute 
percentage error (MAPE) is 1.58768%, while the root mean squared error (RMSE) is 
81.88216. The low MAPE figure indicates that this LSTM model development is an 
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accurate prediction, with an average error of about 1.58% of the actual value. This 
indicates that the modeling is reliable in the context of stock prices. The Root Mean 
Squared Error (RMSE) was obtained as 81.88216, which describes the absolute error rate. 
The RMSE value depends on the original scale of the data and the variability used in this 
study. Although the figure provides information about the share of error in the original 
data, its interpretation is highly dependent on the original scale and variability of the data 
used in this study. When compared to industry standards or results produced by 
alternative models, the RMSE provides a more detailed representation of the model's 
efficacy. Overall, this study shows that the LSTM model has significant potential as a tool 
for stock price prediction. The aim of applying this model is to improve the accuracy of 
predictions and provide practical benefits for decision-makers based on factual evidence. 
Future research can be done with the R2 test and cross-validation and will be compared 
with other methods optimized with PSO or CPSO using real-time data. 
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